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Abstract—Vector quantizer (VQ) design is a multidimensional optimization problem in which a distortion function is minimized. The most widely used technique for designing vector quantizers is the generalized Lloyd algorithm (GLA), an iterative descent algorithm which monotonically decreases the distortion function towards a local minimum. One major drawback of the GLA, and of any descent minimization technique, is the “greedy” nature of the search, generally resulting in a nonglobal local optimum. A promising alternative to the GLA is the Kohonen learning algorithm (KLA), originally proposed for unsupervised training of neural networks. The KLA is an “on-line” algorithm where the codebook is designed while training data is arriving, and the reduction of the distortion function is not necessarily monotonically. In this paper we provide a convergence analysis for the KLA with respect to VQ optimality criteria and introduce a stochastic relaxation technique which produces the global minimum but is computationally expensive. By incorporating the principles of the stochastic approach into the KLA, a new deterministic VQ design algorithm, called the soft competition scheme (SCS), is introduced. Experimental results are presented where the SCS consistently provided better codebooks than the GLA, even when the same computation time was used for both algorithms. The SCS may therefore prove to be a valuable alternative to the GLA for VQ design.

I. INTRODUCTION

Vector quantization (VQ) is a technique that can be used to map analog waveforms or discrete vector sources into a sequence of digital data for storage or transmission over a channel. A vector quantizer is a mapping of input vectors to one of a finite collection of predetermined codevectors, where the set of all codevectors is called a codebook. In designing a vector quantizer, the goal is to construct a codebook for which the expected distortion, introduced by approximating an input vector by a codevector, is minimized. The VQ design problem is a nonconvex optimization for which necessary conditions to attain optimality can be specified. For the mean-squared distortion function two such useful necessary conditions are the centroid and nearest neighbor conditions [1], [2].

At present, the most widely used technique to design VQ codebooks is the generalized Lloyd algorithm (GLA) [3], a multidimensional generalization of the Lloyd scalar quantization algorithm [4]. The GLA is a descent algorithm for which a distortion function monotonically decreases by iteratively updating the codebook in an attempt to satisfy both the centroid and nearest neighbor rules. Unfortunately, since the distortion function is generally not convex and may contain multiple local minima [5], the GLA often produces nonoptimal codebooks. The existence of poor local minima is also demonstrated by the improvements over the GLA obtained in [6] using probabilistic VQ design methods (though with a significant increase in complexity).

A clustering technique, called the self-organizing feature map was proposed by Kohonen (see, for instance [7]) as a learning algorithm for neural networks. These self-organizing feature maps have also been used for VQ design [8]. Unlike the GLA, which is a batch algorithm, Kohonen learning is an on-line algorithm, which modifies the codebook each time a training vector is presented. As opposed to a batch algorithm in which the design of the codebook begins after the entire set of training data has arrived, in an on-line algorithm the codebook update occurs “on the fly,” after each presentation of a training vector. Hereafter, Kohonen’s learning scheme will be referred to as the Kohonen learning algorithm (KLA). The KLA is an application of the least mean squares (LMS) algorithm [9], [10] to a nonquadratic cost function, which updates the codebook on-line using an instantaneous estimate of the gradient, known as the stochastic gradient. The KLA does not ensure that the distortion function decreases monotonically; it thus may avoid being trapped in poor local minima and thus, if trained carefully, may therefore find better solutions than a “greedy” algorithm, such as the GLA. Chang and Gray [11], [41] independently introduced an on-line technique for VQ design called the stochastic gradient (SG) algorithm, which is a special case of the KLA. Their experiments showed that the SG algorithm can yield slightly better codebooks than the GLA. Nasrabadi and Feng [8] used Kohonen learning to design vector quantizers for image coding, and similarly observed equal or slightly better results than with the GLA. Gersho [12] introduced an LMS-type algorithm for adapting a VQ codebook to changing source statistics.

To our knowledge, no analysis of Kohonen learning and its convergence properties with respect to VQ optimality.
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conditions has been published. Parameters, such as the reduction rate of the step size in the codevector update formula, are generally chosen by ad hoc techniques [7]. In the SG algorithm [11], the authors used a step-size formula suggested by Eweda and Macchi [13] for a linear adaptive filtering model. However, the filtering model is slightly different than the KLA (or the SG) and hence the convergence analysis given in [13] may not extend to the KLA. Moreover, although this step-size formula was reported to work well experimentally for the SG algorithm [11], there are no guidelines on how to choose some of the parameters. This led Chang and Gray to conclude that overall the GLA is preferable to use in practice.

In this paper, we first provide a convergence analysis for the KLA for a single codevector, and determine the conditions required to meet the centroid and nearest neighbor optimality criteria. The convergence for the more realistic case of multiple codevectors is very difficult to analyze and, in fact, although LMS-type algorithms are used extensively in many applications, there are no rigorous convergence proofs for nonquadratic distortion functions. However, assuming certain reasonable convergence properties of the KLA, the analysis given for a single codevector is valuable for assessing the asymptotic properties of the multiple codevector case.

We then introduce a stochastic relaxation scheme for VQ design, based on the Gibbs sampler of Geman and Geman [14] which, if given sufficient computation time, will produce a codebook with the global distortion minimum. The stochastic scheme, however, is generally very time consuming. By incorporating the principles of the stochastic scheme into the deterministic KLA, we then introduce a new on-line design algorithm, which can be viewed as a modification of Kohonen’s neighborhood mechanism. The resultant learning algorithm, called the soft competition scheme (SCS), is shown to be a valuable algorithm for designing vector quantizers, which consistently provide better codebooks than the GLA. Two additional significant advantages of the SCS are its suitability for parallel implementation and for real-time codebook adaptations (such as described in [12]).

The remainder of this paper is organized as follows. A presentation of the KLA and its use for VQ design is given in Section II. The asymptotic behavior of the KLA as an on-line estimator for a single codevector, and its implications for the multiple codevector case are discussed in Section III. Conditions on the step-size reduction rate in the adaptation formula are derived, and the unique schedule for which the Cramer–Rao lower bound is achieved for the estimator variance is obtained. The stochastic relaxation scheme is given in Section IV. The scheme is similar to the simulated annealing technique used by Zeger, Vaisey, and Gersho [6] but has a much higher transition rate and is amenable to parallel implementation. The soft competition scheme is introduced in Section V, where the principles of the stochastic scheme are incorporated into the deterministic KLA. This new algorithm is computationally equivalent in each update step to the original Kohonen learning but has the capability of finding higher quality solutions. Experimental results comparing the performance of the SCS to the GLA are given in Section VI for both Gauss–Markov and speech sources. These results demonstrate that the SCS can consistently provide better codebooks (in terms of mean-square error) than the GLA, even when the same amount of computation time is allocated for each of the algorithms.

II. VECTOR QUANTIZATION AND KOHONEN LEARNING

A. VQ Fundamentals and Notation

A vector quantizer \( Q \) is a mapping of the \( k \)-dimensional Euclidean space \( \mathbb{R}^k \) into a finite subset \( Y = \{y_1, \ldots, y_N \} \) of \( \mathbb{R}^k \). Each \( y_i \) is called a codevector and the set \( Y \) is called a codebook. The performance of a vector quantizer is measured by the average distortion, \( D(Y) = \mathbb{E}[d(x, Q(x))] \), between the source vectors and the quantized reproduction vectors, where \( d(\cdot) \) is some distortion function, usually taken as the squared-error distortion \( d(x, y) = ||x - y||^2 \), and \( \mathbb{E}[\cdot] \) denotes the expectation operator. The statistics of the source are assumed to be represented by a finite training set of vectors. The objective of the design procedure is to minimize the average distortion. Throughout the paper we assume that the mean-squared distortion function is used.

A vector quantizer is said to be optimal if no other quantizer has a smaller average distortion, for the same source, vector dimension, and codebook size. The following are two well-known necessary conditions for a vector quantizer to be optimal.

1) Nearest Neighbor Condition: For a given codebook, each training vector is mapped (quantized) to the codevector closest to it ("ties" are decided arbitrarily). This implies a partition of the space \( \mathbb{R}^k \) into disjoint regions \( (1 \leq i \leq K) \)

\[ R_i = \{x \in \mathbb{R}^k | ||x - y_i|| < \|x - y_j\| \text{ for all } j \neq i \} \,

(2.1)

Each partition region \( R_i \) is called the nearest neighbor cell of the \( i \)-th codevector, and each \( x \in R_i \) is quantized to the codevector \( y_i \).

2) Centroid Condition: For a given partition \( \{R_i\} \), each codevector \( y_i \) is the centroid of the cell \( R_i \), given by \( y_i = \mathbb{E}[x | x \in R_i] \). For a finite training set, the expected value is replaced by the sample mean of the \( i \)-th cell.

If the nearest neighbor condition is assumed to hold, then the objective in designing a vector quantizer reduces to finding a codebook which minimizes the average distortion \( D(Y) \). The GLA is a VQ design procedure which iteratively computes partition region centroids and performs nearest neighbor clustering to improve the quantizer performance for a given training set. The GLA is a batch-type algorithm; it takes into account all the training vectors in each iteration. As opposed to an on-line algorithm it cannot handle a continuous stream of training.

---

1 More details on the neighborhood mechanism are given in Section II.
data, or incorporate new source data without reprocessing all of the previous processed data. On-line algorithms can be used for real-time adaptation as source statistics change, without introducing large delays.

B. Kohonen Learning

A classical algorithm for self-organization of neural networks was proposed by Kohonen [7]. Kohonen’s algorithm can also be used for designing vector quantizers [8]. Here we give a general formulation (and slight extension) of the learning scheme as applied to an on-line VQ design algorithm.

The codevectors \( y_i \in \mathbb{R}^k \) are associated with lattice nodes in a space with dimension smaller than \( k \). The codebook is initialized (arbitrarily, except that no two codevectors can be equal) to \( Y(0) = \{ y_1(0), \ldots, y_k(0) \} \) and is iteratively updated as follows. At each iteration \( n \), a training vector \( x(n) \), is presented to the network, and the codevectors are modified according to the learning formula

\[
y_i(n) = y_i(n - 1) + a_i(n) h_i(j^*, n)[x(n) - y_j(n - 1)]
\]

\[
 j^* = \arg \min_j \| x(n) - y_j(n - 1) \|_2
\]

(2.2)

where \( a_i(n) \in [0, 1] \) is the step size of the \( i \)th codevector at time instant \( n \), which is assumed to decay to zero as \( n \) increases. \( y_i \) is the codevector closest to \( x(n) \) in Euclidean space. The determination of \( y_i \) can be thought of as a competition between the codevectors to determine which is the nearest to \( x(n) \). Hereafter, \( y_i \) will be called the Euclidean winner for \( x(n) \). Other types of winners will be introduced in Section IV. Kohonen learning thus belongs to the class of competitive learning algorithms [15]–[18]. The function \( h_i(j^*, n) \) is a neighborhood function that at time instant \( n \) is used to alter the step size of the \( i \)th codevector as a function of the physical distance of its associated node on the lattice from that of the winner \( j^* \). Typically, \( h_i(j, n) \) is nonzero for nodes close to \( j^* \) on the lattice, and is zero outside this “neighborhood.” Hence, only codevectors inside the neighborhood of the winner \( j^* \) are updated upon presentation of \( x(n) \). The size of neighborhood is reduced as a function of time in a predetermined manner. When the neighborhood is reduced to include only a single codevector which is the winner \( j^* \), the update formula of (2.2) can then be written as

\[
y_i(n) = y_i(n - 1) + a_i(n) S_i(x(n))[x(n) - y_j(n - 1)]
\]

(2.3a)

in which \( S_i(x) \) are selection functions defined as

\[
 S_i(x) = \begin{cases} 
 1 & \text{if } x \in R_i \\
 0 & \text{else} 
\end{cases}
\]

(2.3b)

and \( R_i \) is the nearest neighbor cell of the codevector \( y_i \) as defined in (2.1). In this case, upon presentation of a training vector \( x \), only the Euclidean winner is updated by moving towards that training vector with a step-size \( a_i \).

The SG algorithm presented in [11] used a similar update formula as in (2.3). In contrast to the SG algorithm or other applications of the Kohonen learning scheme (e.g., [19], [7], [8], [20]) in which the step-size \( a(n) \) was independent of \( i \), we allow each codevector to have its own step-size \( a_i(n) \).

The neighborhood function is used to ensure that many of the codevectors are affected by each new training vector. If only the Euclidean winner is updated throughout the learning process, it might happen that some of the codevectors never win due to poor initial conditions. Such codevectors would then represent empty cells in the final codebook. Solutions to prevent such pathological situations, other than using a neighborhood mechanism, are given in [18], [19] in which the ability of each codevector to win is inversely related to its previous rate of winning. The neighborhood mechanism is used to achieve better partitions of the input space (or the training set) and, thus, better local minima of the distortion function. In Section IV and V we develop stochastic and deterministic types of neighborhoods that can find the global minimum of \( D(Y) \) for a given training set. However, for analyzing the convergence of \( D(Y) \) to a local minimum i.e., for satisfying the centroid and nearest neighbor conditions it suffices to assume that only the Euclidean winner is updated in each step. To this end we proceed with the analysis of (2.3).

Let \( n_i \) denote the number of times that the \( i \)th codevector \( y_i \) has won and been updated. That is, each codevector has an independent time counter which is incremented only after that codevector is updated. Formally, the update of these counters at the \( n \)th step can be written as \( (1 \leq i \leq K) \)

\[
n_i(n) = n_i(n - 1) + S_i(x(n)).
\]

(2.4)

Hereafter, \( y_i(n) \) will denote the value of the \( i \)th codevector after \( n \) updates \( (n = 1, 2, \cdots) \) where it is understood that \( n \) represents the value of the counter \( n_i \). With this notation, the update formula of (2.3) for the \( i \)th codevector can be written as

\[
y_i(n) = y_i(n - 1) + a_{i}(n)[x_i(n) - y_j(n - 1)]
\]

(2.5)

where \( a_i(n) \) is the value of the step size for the \( i \)th codevector for \( n = n_i \), and \( x_i(n) \) is the \( n \)th training pattern for which the \( i \)th codevector wins. Thus, unlike the original Kohonen learning for which \( a_i(n) \) is independent of \( i \), each codevector, at any instant of the algorithm in (2.5), will have a different value for the step size. Equation (2.5) can be also written as

\[
y_i(n) = [1 - a_{i}(n)]y_i(n - 1) + a_{i}(n) x_i^{(n)}
\]

(2.6)

whose solution after \( N \) updates is given by

\[
y_i(N) = A_i(0, N)y_i(0) + \sum_{n=1}^{N} A_i(n, N)a_{i}(n)x_i^{(n)}
\]

(2.7a)

where \( 0 \leq n \leq N - 1 \).
\[ A_i(n, N) = \sum_{j=n+1}^{N} [1 - a_i(j)] \quad \text{and} \quad A_i(N, N) = 1. \]

(2.7b)

A key problem with this algorithm is how to reduce the step-size values \( a_i(n) \) to zero so that a codebook is produced which satisfies both the nearest-neighbor and the centroid conditions. We call the functional decay of \( a_i(n) \) the step-size schedule of the algorithm. In Section III we address the question of what step-size schedule should be used for the KLA.

### III. Asymptotic Properties

In the following discussion we assume that the training vectors are generated by a stationary memoryless source with an unknown probability distribution. That is, the training patterns are independent, identically distributed (i.i.d.) random vectors, denoted by \( x(n) \). We will examine the asymptotic behavior of the KLA as \( n \to \infty \). Unfortunately, analysis of the general case is very difficult. Therefore, we first assume that there is only one codevector in the codebook. Later we show how the analysis of a single codevector can be used to address the more realistic problem of multiple codevectors.

After \( N \) updates, the value of the codevector \( y(N) \) is given, according to (2.7), by

\[ y(N) = A(0, N)y(0) + \sum_{n=1}^{N} q_n(n)x(n) \quad (3.1) \]

where

\[ q_n(n) = A(n, N)a(n) \quad (3.2) \]

and \( A(n, N) \) is given in (2.7b) (the index \( i \) is omitted). To satisfy the centroid condition, the value of the codevector should equal the expected value of \( x \). Hence, for any \( N \), \( y(N) \) is an on-line estimate of the mean of \( x \) based on \( N \) measurements. The expected accuracy of the estimation at time \( N \) may be assessed by two important factors: the bias \( b(N) \) of the estimator, and its variance, \( \sigma^2(N) \). Since the training vectors are assumed i.i.d., these two quantities are given by

\[ b(N) = E[y(N)] - E[x] \]

\[ = A(0, N)y(0) + E[x](r(N) - 1) \quad (3.3a) \]

where

\[ r(N) = \sum_{n=1}^{N} q_n(n) \quad (3.3b) \]

\[ \sigma^2(N) = \text{VAR}(y(N)) = u(N) \text{VAR}(x) \quad (3.4a) \]

\[ u(N) = \sum_{n=1}^{N} q_n^2(n). \quad (3.4b) \]

To obtain a good estimator in the MSE (mean-squared error) sense, it is required that the sequences \( b(N) \) and \( \sigma^2(N) \) converge to zero as \( N \to \infty \). The question discussed in this section is the following: what conditions on the step-size schedule \( a(n) \) will guarantee that both the bias and variance of the estimator \( y(N) \) will converge to zero as \( N \to \infty \)? We assume hereafter that \( a(n) \) is monotonically nonincreasing, decaying to zero as \( n \to \infty \).

From (3.3) and (3.4) it is evident that the following three requirements must be satisfied:

\[ \lim_{n \to \infty} r(n) = 1 \quad (3.5b) \]

\[ \lim_{n \to \infty} u(n) = 0. \quad (3.5c) \]

Conditions i and ii make the bias zero and condition iii makes the variance zero. The next five theorems provide conditions for the step-size schedule to comply with the above three requirements. Formal proofs of these theorems are given in Appendix A.

**Theorem 1:** \( y(N) \) in (3.1) is asymptotically unbiased if and only if

\[ \sum_{n=1}^{\infty} a(n) = \infty \quad (3.6) \]

and is unbiased for any value of \( N \) if \( a(1) = 1 \).

To achieve an unbiased estimator it is thus sufficient to choose a step-size schedule for which \( a(1) = 1 \). However, (3.6) must be satisfied since it is also a necessary condition for the convergence of the estimator variance to zero, as stated in Theorem 2:

**Theorem 2:** If \( u(n) \) converges to zero then \( \sum_{n=1}^{\infty} a(n) = \infty \).

In Appendix A-2 (Lemma 3) it is shown that if \( a(n) \) decreases monotonically, then the variance sequence \( u(n) \) also decreases monotonically. Thus, for any monotonic step-size schedule, an improvement in the estimation will be obtained as more observations become available. However, if the step-size schedule decreases too quickly the variance will converge to a nonzero value. Theorem 3 provides a sufficient condition for the convergence of the estimator variance to zero.

**Theorem 3:** A sufficient condition for the convergence of \( u(n) \) to zero is

\[ a(n + 1) \geq \frac{a(n)}{1 + a(n)} \quad \text{for all} \quad n \geq 1. \quad (3.7) \]

While the class of step-size schedules for which the estimator variance converges to zero might be fairly large (e.g., all schedules that satisfy (3.7)), it is desirable to find the schedule with the lowest convergence time. We first give a bound on the convergence rate of the variance sequence of an unbiased estimator.

**Theorem 4:** If \( r(N) = 1 \) for all \( N \geq 1 \), then

\[ u(N) \geq \frac{1}{N} \quad \forall N \geq 1 \quad (3.8) \]
and equality is obtained if and only if \( q_n(n) = 1/N \) for all \( n \in [1, N] \).

This lower bound on the rate of decay of the variance is in fact the Cramer–Rao bound for unbiased estimators [21]. Note that an unbiased estimator is obtained simply by setting \( a(1) = 1 \). Hence, the most efficient estimator is obtained for a schedule \( a(n) \) for which \( q_n(n) \) is identically \( 1/N \) for all \( n \in [1, N] \). In fact, the unique schedule that meets this condition is the schedule \( a(n) = 1/n \), as given by Theorem 5.

**Theorem 5:** The step-size schedule \( a(n) = 1/n \) is the unique schedule for which the Cramer–Rao bound is achieved for the variance of an unbiased estimator.

In the following subsections, three classes of schedules that are often used in practice are examined and their asymptotic behavior is analyzed (with respect to the above results).

### A. Hyperbolic Schedule

Here we consider a hyperbolic schedule \( a(n) = n^{-r} \) with \( r > 0 \).

**Theorem 6:** For a hyperbolic schedule, a necessary and sufficient condition to satisfy all three requirements of (3.5) is \( r \leq 1 \).

It is interesting to examine the asymptotic behavior of the weighting function \( q_n(n) \) for a hyperbolic schedule. In a similar manner as in the proof of Lemma 4 (given in Appendix A-6), it can be shown that for \( r \leq 1 \) and \( n \geq 2 \),

\[
\frac{q_n n}{q_n(n-1)} = \frac{(n-1)^r}{n^r - 1} \geq 1 \quad (3.9)
\]

and equality holds only for \( r = 1 \). For \( r = 1 \), the centroid is estimated by the sample mean of all the data presented, while for \( r < 1 \), (3.9) implies that the weighting sequence \( q_n(n) \) is an increasing sequence, with the learning algorithm thus giving more weight to the latest data presented.

### B. Exponential Schedule

Here we consider an exponential schedule \( a(n) = \lambda \rho^n \), with \( \rho < 1 \), and \( \lambda \in (0, 1) \). For this schedule, the sequence \( A(0, n) \) does not converge to zero as \( n \to \infty \) since (3.6) is violated. However, in practice, \( A(0, n) \) can be made arbitrarily small by choosing \( \rho \) sufficiently close to unity: the inequality of (A.1) (given in Appendix A) can be used to give an upper bound on \( A(0, n) \) as

\[
A(0, n) = \prod_{i=0}^{n} (1 - \lambda \rho^i) < \exp \left( -\lambda \sum_{i=1}^{n} \rho^i \right) \to \exp \left( \frac{-\lambda}{1 - \rho} \right). \quad (3.10)
\]

This upper bound is finite for any \( \rho < 1 \), and can be made arbitrarily small by choosing \( \rho \) sufficiently close to unity. For example, to upper bound \( A(0, n) \) by \( 10^{-8} \) (for \( \lambda = 1 \)), \( \rho \) should be at least 0.99. By using the Taylor series expansion of \( \ln (1 - x) \), the exact expression for the limit of \( A(0, n) \) can be written as

\[
\lim_{n \to \infty} A(0, n) = \exp \left( -\sum_{i=1}^{\infty} \frac{1}{i} \frac{\lambda}{1 - \rho} \right) \quad (3.11)
\]

and any finite sum in the above exponent will serve as a tighter upper bound than the one in (3.10). For example, by also considering the quadratic term in the Taylor series, the bound of \( 10^{-8} \) is achieved for \( \rho = 0.99 \). Thus in practice, for \( \rho > 0.9 \), the estimate can be considered to be asymptotically unbiased. However, while the asymptotic value of \( A(0, n) \) is small, the learning algorithm weights the training vectors presented to the system in an undesirable way. Specifically, for large values of \( n \), the most recent data presented is weighted less than previous data. Informally, this means that for some value of \( n \) the learning algorithm "freezes," and the presentation of new data will have a diminishing effect on the codevector locations. To show this we note that from (3.2) and (2.7b) it follows that for any \( k \)

\[
\lim_{n \to \infty} \frac{q_n(n)}{q_n(n - k)} = \rho^k < 1 \quad (3.12)
\]

which is in contrast to the hyperbolic case in (3.9). For large values of \( n \) we obtain \( q_n(n) < q_n(n - 1) \) since \( q_n(n) = q_n(n - 1) \), and therefore the most recent data presented is weighted less than older data. There exists a critical value of \( n \) (independent of \( N \)), denoted by \( n_c \), after which newer inputs are weighted less than older ones. We call \( n_c \) the freezing instant, since thereafter new data presented to the network is exponentially attenuated and the algorithm progressively stops learning. The freezing instant can be explicitly obtained as the solution of

\[
\rho = 1 - \frac{\lambda \rho^n}{\ln (1 - \rho) - \ln \lambda}. \quad (3.13)
\]

For example, for \( \rho = 0.9 \) and \( \lambda = 1 \), we have \( n_c = 22 \), or for \( \rho = 0.99 \) we get \( n_c = 458 \). The freezing instant, \( n_c \), becomes even lower for \( \lambda < 1 \), since \( n_c \) decreases with decreasing \( \lambda \). For any \( \lambda \approx 1 - \rho \), the freezing instant becomes zero, inducing the algorithm to start freezing at the very first input data. The existence of a freezing point independent of \( N \), beyond which the incoming data is weighted less and less, implies that an exponential schedule is inadequate for VQ design (and for other self-organization applications using the KLA).

It is also interesting to inspect the freezing instant considering condition (3.7). For Theorem 3 it is evident that the variance sequence \( u(n) \) is bounded by \( a(n) \) when

\[
\lambda \rho^{n+1} \geq \frac{\lambda \rho^n}{1 + \lambda \rho^n}. \quad (3.14)
\]

By using the definition of the freezing instant in (3.13), the inequality in (3.14) can be expressed as

\[
n \leq n_c - 1. \quad (3.15)
\]
Thus, for the exponential schedule, freezing begins when condition (3.7) is violated.

C. Linear Schedule

Finally, we consider a linear decay of \( a(n) \) of the form
\[
a(n) = \lambda(1 - n/N) \quad \text{for} \quad 0 \leq n \leq N \quad \text{and} \quad \lambda \in (0, 1],
\]
where the algorithm terminates after \( N \) steps. Asymptotically, as \( N \) becomes larger, condition (3.6) holds and the estimate becomes unbiased for any \( \lambda \in (0, 1] \).

To examine the behavior of the weighting function \( q_n(n) \) we note that
\[
\frac{q_n(n)}{q_n(n-1)} = \frac{N - n}{N - n + 1} \cdot \frac{N}{N - \lambda(N-n)}. \tag{3.16}
\]
For small values of \( n \) \( (n << N) \) and for \( \lambda = 1 \), the above ratio can be approximated by \( N/n \gg 1 \), and for \( \lambda < 1 \) this ratio is approximately \( (1 - \lambda)^{-1} > 1 \). Hence, at the beginning of learning, the step-size schedule is too slow, and \( q_n(n) \) increases faster as \( \lambda \) approaches unity. On the other hand, when \( n \approx N \), the ratio in (3.16) is approximated by \( (N - n)/(N - n + 1) < 1 \). Using the boundary condition for \( q_n(n-1) \), the weighting factor \( q_n(n) \) can be approximated for values of \( n \) close to \( N \) by \( q_n(n) = 1 - n/N \), which decays linearly to zero. Therefore, asymptotically as \( n \) approaches \( N \), the decay is too fast. Since the decay of the step size is too slow at the beginning of the learning and too fast at the end, there is some intermediate instant, for which the weighting sequence \( q_n(n) \) peaks. In other words, in the linear schedule, the weighting of the data is biased in favor of data presented around some intermediate instant, denoted by \( n_* \), for which a maximum in the sequence \( q_n(n) \) is attained. To solve for \( n_* \), the ratio in (3.16) is unity and we obtain
\[
n_* = N - \frac{N}{\lambda}. \tag{3.17}
\]
Note that \( n_* \) decreases as \( \lambda \) decreases, so the weighting function \( q_n(n) \) peaks for "older" input data. Unlike the exponential case in which \( n_* \) was a fixed point, independent of \( N \), the critical point \( n_* \) is relatively close to \( N \). Hence, while a learning algorithm with the exponential schedule tends to favor data presented at the beginning of the learning and ignores the most recent data, a linear schedule favors the recent data (see Fig. 1).

Finally, by checking condition (3.7), it can be verified that as in the exponential case, \( u(n) \) is bounded by \( a(n) \) for \( n < n_* \), and the condition is violated for \( n > n_* \). A graphical illustration of the behavior of \( q_n(n) \), demonstrating the typical shape of the weighting sequence as a function of \( n \), is given in Fig. 1 for the exponential, hyperbolic, and linear step-size schedules.

D. The Nonquadratic Case

In the analyses in Sections III-A through III-C we assumed there was only one codevector, which implied that the distortion surface was quadratic and therefore convex. With multiple codevectors, the distortion surface is generally no longer convex and contains multiple local minima. Assuming that the algorithm converges, as time progresses the step size becomes sufficiently small and the nearest neighbor partition of the input space induced by the codebook essentially does not change. The asymptotic behavior of each codevector in its own cell then obeys the asymptotic properties discussed for a single codevector. Convergence of each codevector to the centroid of its nearest neighbor cell implies that the centroid condition is satisfied and the codebook then represents a local minimum of the distortion function.

While we have informally argued in favor of the convergence of the KLA for the nonquadratic case, a rigorous proof of its convergence is difficult to construct since it is hard to measure the change in the partition cells when the codevectors are updated. Unlike true gradient algorithms, the reduction of the distortion function in the KLA is not necessarily monotonic (even asymptotically). The KLA of (2.5), being the on-line version of a batch gradient descent algorithm, uses the instantaneous gradient, not the true gradient. In fact, the KLA is an application of the LMS learning principle to a nonquadratic distortion function. Such on-line LMS algorithms are also known as stochastic-gradient algorithms, for which no mathematical proof of convergence is yet known for the nonquadratic case. However, in practice, such algorithms have been successfully used in a variety of applications for nonquadratic cost functions, in which convergence of the learning scheme was always obtained, once reasonable values for parameters were determined. Examples involv-
ing Kohonen learning can be found in speech applications [22, 23], robotics and pattern recognition [20], and VQ design [11, 18]. Applications with another on-line LMS-type learning, the backpropagation algorithm [24], are found in speech applications [25]-[28], character recognition [29], [30], and sonar applications [31]. It was recently reported that such an on-line adaptation for the backpropagation algorithm was even found to outperform the batch adaptation in applications of handwritten character recognition [30], [32].

In the above examples, the least mean-squares criterion was used as the cost function. Recently, a proof of convergence of an on-line learning algorithm for a Kullback-Leibler type of cost function (defined in [33]) which is used in Boltzmann machines was given by Sussmann [34]. Based on this empirical experience it is reasonable to assume that the KLA converges, and thus, asymptotically each codevector wins only for training vectors in its own cell. The asymptotic convergence of each codevector to the cell’s centroid is therefore subject to the convergence analysis for a single codevector discussed above. Different step-size schedules might lead to different final codebooks (as noticed in [11]) but these different codebooks will represent different local minima of \( D(Y) \) if the schedules comply with the requirements for convergence given above. A local minimum of the distortion function does not necessarily guarantee a high quality codebook, as it may differ substantially from a global minimum. In the remainder of the paper, the problem of finding local minima of good quality is addressed by incorporating soft competition techniques for which the competition between the codevectors upon each presentation of a training vector is “soft,” and the codevectors being updated are not necessarily the Euclidean winners.

IV. THE STOCHASTIC RELAXATION SCHEME

So far we have described VQ design as a procedure that locates \( K \) codevectors in an input space that locally minimizes a mean-squared distortion function \( D(Y) \) given by

\[
D(Y) = \sum_{i=1}^{K} \sum_{x \in R_i} \|x - y_i\|^2
\]

while for each codebook the nearest neighbor condition was assumed. An alternative approach is to search for the best partition, while assuming the centroid condition is satisfied. Let us assume that the training set \( T \) is composed of \( M \) training vectors, \( T = \{x_1, \ldots, x_M\} \). A partition of the training set into \( K \) distinct regions is accomplished by associating with each training vector \( x_m \) a scalar \( s_m \in \{1, \ldots, K\} \), which indicates the region index of \( x_m \). Hence, the partition of the training set can be fully described by the \( M \)-dimensional state vector \( s = (s_1, \ldots, s_M) \) and the \( K \) partition regions \( R_i \) are given by (1 \( \leq i \leq K \))

\[
R_i = \{x_m \in T | s_m = i\}
\]

which are not necessarily the nearest neighbor cells of the codevectors. For a given state vector \( s \), the codevectors are assumed to be the centroids of the partition regions:

\[
y_i = \frac{1}{N_i} \sum_{m | s_m = i} x_m, \quad N_i = \sum_{s_m = i} 1.
\]

By assuming that (4.3) holds for every partition vector \( s \), the codebook can be described uniquely by \( s \), and a distortion value \( D(s) \) can be associated with each state \( s \), which computes the same expression as in (4.1) via (4.2) and (4.3). The goal of the design in this case is to find a choice of \( s \) which globally minimizes \( D(s) \).

A general way to find the global minimum of a multi-dimensional nonconvex cost function \( D(s) \) defined over a finite state space was introduced by Kirkpatrick et al. [35] under the name of simulated annealing. The simulated annealing scheme is based on the Metropolis algorithm [36] suggested for simulating the dynamics of a melted substance in a heat bath. The algorithm is a stochastic procedure aimed at reducing the cost function in a non-monotonic way, with the expressed goal to avoid local minima. At each instant of the algorithm, a new state is proposed, generally by changing the value of one of the components of the state vector \( s \), and the resulting change in the cost function \( \Delta D \) is computed. The acceptance of the proposed transition is determined probabilistically as follows: if \( \Delta D < 0 \) the proposed state is accepted and the cost function is thereby reduced, and if \( \Delta D > 0 \) the proposed state is accepted with probability \( p = \exp (-\Delta D/T) \), and rejected with probability \( 1 - p \). The parameter \( T \) is a nonnegative number called the temperature and is gradually reduced to zero. As \( T \) decreases, the probability of making transitions that increase the cost function also decreases, and in the limit as \( T \to 0 \) the cost function can only be decreased. The rate at which \( T \) is reduced is called the temperature schedule of the annealing.

The above procedure represents an inhomogeneous finite-state Markov chain which, if cooled sufficiently slowly, converges to the global minimum of \( D(s) \) [37]. A key factor to ensure the convergence of such a Markov chain to the global minimum of \( D(s) \) is that the stationary joint probability distribution of the states be the Gibbs distribution, given by

\[
P(s) = \frac{1}{Z} e^{-\beta D(s)}
\]

where \( P(s) \) is the probability of attaining a specific state \( s \), \( \beta = 1/T \), and \( Z \) is a normalization factor defined so that the sum of \( P(s) \) over all possible states in unity. More generally, any stochastic transition rule between the states which yields a Markov chain with the Gibbs stationary distribution of (4.4) will converge to the global minimum of \( D(s) \), if \( T \) is reduced sufficiently slowly.

An example of a transition rule different than the Metropolis algorithm is the “Gibbs sampler” introduced by
Geman and Geman [14] for the restoration of images. The Gibbs sampler generalizes the binary Boltzmann machine developed by Hinton et al. [38, 39] to nonbinary cases. Such algorithms are also known as stochastic relaxation schemes. The Gibbs sampler is better suited to problems in which the components of the state s are not binary and can take on any of K values. The case we study falls into this category, and we will show that by applying the Gibbs sampler, a stochastic scheme is obtained in which each of the codevectors is updated probabilistically. As opposed to the winner-take-all competition of previous sections, in which only the Euclidean winner was updated, at each iteration any codevector can be updated in the stochastic scheme. The probability of updating a codevector during a given iteration is a function of its distance from the training vector presented at that instant. We call this scheme the stochastic relaxation scheme (SRS), which will converge to the global minimum of $D(s)$ for certain temperature schedules. The fact that the codevectors being updated are not necessarily the Euclidean winners is the key to the capability of the algorithm to avoid local distortion minima.

An important advantage of using the Gibbs sampler for the nonbinary case, rather than the Metropolis algorithm, is that the Gibbs sampler is amenable to parallel processing. The Metropolis algorithm is serial in nature whereas the Gibbs sampler can incorporate K processors operating in parallel for the K possible values of $s_m$, and thereby speed up the computation.

The Gibbs sampler algorithm sequentially generates new state vectors by changing one component of s at a time. At each iteration a component m $\in \{1, \ldots, M\}$ of $s_m$ is chosen at random. The new value of $s_m$ is then set equal to some $j \in \{1, \ldots, K\}$ drawn probabilistically according to the following conditional distribution (1 \leq j \leq K):

$$P_m(j) \triangleq \Pr \{s_m = j | s_n \quad \forall n \neq m\} \quad (4.5)$$

where the values of $s_n$ (for all $n \neq m$) are those of the current state vector (which are given constants at the time instant). The conditional distribution $P_m(j)$ should be computed to comply with the Gibbs distribution given in (4.4). In Appendix B, it is proven that $P_m(j)$ can be expressed in terms of the codebook as (1 \leq j \leq K)

$$P_m(j) = \frac{e^{-\beta|\xi_m - \xi_j|^2}}{\sum_{k=1}^{K} e^{-\beta|\xi_m - \xi_k|^2}}. \quad (4.6)$$

Note that the conditional distribution, according to which the next partition of the training vector $x_m$ will be chosen, as in (4.5), is also Gibbs, where the denominator in (4.6) is a normalization factor, independent of j. When $\beta \rightarrow \infty$ (i.e., the temperature goes to zero), this probability distribution becomes a delta function around the Euclidean winner (i.e., the codevector closest to $x_m$). In this case, the distortion function is strictly decreasing and the partition becomes the nearest neighbor partition, in which each training vector is assigned to the codevector closest to it. The expression in (4.6) is identical to the soft competition scheme introduced by Yair and Gersho for the Boltzmann perceptron network [40]. That is, $P_m(j)$ represents a fraction of unity which is proportional to the proximity of $y_j$ to the current data presented $x_m$. It was also shown in [40] that this scheme can be efficiently implemented in parallel by a two-layer feedforward neural network.

Given below is an outline of the main loop of the SRS carried out repeatedly until the temperature reduces to zero.

1) Choose, at random, a training vector $x_m \in T$. Assume that the current partition of this vector is given by $s_m = i$.

2) Compute the K values $P_m(j)$ according to (4.6), and draw an index $j^* \in \{1, \ldots, K\}$ probabilistically according to this distribution.

3) Set $s_m = j^*$, and update the codevectors $y_i$ and $y_j$ according to the following formula (derived in Appendix B):

$$y_i \leftarrow y_i - \frac{1}{N_j} (x_m - y_i) \quad (4.7a)$$

$$y_{j^*} \leftarrow y_{j^*} + \frac{1}{N_j + 1} (x_m - y_{j^*}) \quad (4.7b)$$

4) Update $\beta$ according to the temperature schedule.

The codevector $y_{i^*}$ is called the stochastic winner (which is not necessarily the Euclidean winner), and $y_{j^*}$ is called the stochastic loser. For each presentation of a training vector the stochastic winner thus moves towards $x_m$ (as in the usual KLA), while the stochastic loser moves away from $x_m$.

The computational advantage of this algorithm over the Metropolis one should be noted. The efficiency of stochastic algorithms of this type can be expressed by the transition rate, which is the rate at which the network makes transitions to new states. The lower the transition rate, the less efficient is the algorithm in searching for the optimal solution. While the Metropolis algorithm must be performed serially and has a low transition rate (especially when K is large), the above stochastic relaxation scheme has a much higher transition rate (since transitions are performed unconditionally), and the soft competition of (4.6) can be computed in parallel by a neural network.

When the temperature is low, most of the proposed states will not be accepted in the Metropolis algorithm and much computation will be (in effect) wasted staying in the same state. This situation will not happen in the SRS since $s_m$ is set unconditionally to its new value.

V. THE SOFT-COMPETITION SCHEME

Inspired by the SRS algorithm presented in Section IV, in this section we develop a deterministic algorithm that updates all the codevectors simultaneously, rather than one at a time. We first relax the requirement that the
codevectors be restricted to the centroids of the current partition at any given instant. We also note that the current value of the state component \( s_n \) has no effect on its next value. Upon winning the stochastic competition of (4.6), \( y_{n+1} \) is updated with a KL-type formula towards the input vector. The probability, however, of updating a codevector \( y_i \) is independent of the current affiliation of the data \( x_n \). Hence, we can simplify the computation by not tracking the partition of the training vectors. Thus, upon each presentation of a training vector only the stochastic winner will be updated towards the training vector. However, instead of updating at each iteration only one codevector, chosen stochastically from a local Gibbs distribution, and moving it with a step-size \( a(n) \) towards the data, an alternative (deterministic) approach is taken. At each step, all the codevectors are simultaneously updated towards the data, but for each of them the step size is scaled by the probability of winning, as given in (4.6). This algorithm, which we refer to as the soft competition scheme (SCS), can be formulated as follows.

The training vectors are presented on-line. At any time instant \( n \), for which a training vector \( x(n) \) is presented, the codebook is updated using (1 \( \leq i \leq K \))

\[
y_i(n) = y_i(n - 1) + a_i(n) P_s(i)[x(n) - y_i(n - 1)]
\]

(5.1)

in which \( P_s(i) \) is given by

\[
P_s(i) = \frac{e^{-\beta(n)\|x(n) - y_i(n - 1)\|^2}}{\sum_{k=1}^{K} e^{-\beta(n)\|x(n) - y_k(n - 1)\|^2}}
\]

(5.2)

and

\[
\lim_{n \to \infty} \beta(n) = \infty.
\]

(5.3)

That is, upon each presentation of a training vector \( x(n) \), all the codevectors are simultaneously updated such that \( i \)th codevector is shifted a fraction of \( P_s(i) \) from its prescribed step-size \( a_i(n) \) at each step. Since all the codevectors are now updated at each step, all the counters of the \( K \) codevectors are also updated at time \( n \). The counter update formula is given by (1 \( \leq i \leq K \))

\[
n_i(n) = n_i(n - 1) + P_s(i)
\]

(5.4)

which is the natural generalization of (2.4), where \( n_i(n) \) is the value of the counter of the \( i \)th codevector at time instant \( n \) and \( a_i(n) \) is computed, as for the KLA, by \( a_i(n) = 1/n_i(n) \).

This scheme is a "soft" competition scheme in the sense that there is no ultimate "winner," but rather, each codevector is updated towards the data with a step size that is proportional to its probability of winning. The algorithm starts with a low value of \( \beta \), for which \( P_s(i) \) is approximately uniform. That is, for low values of \( \beta \) (high temperatures) the codevectors are not yet attracted to a certain partition, and they all migrate towards the data presented. As time progresses, the gain \( \beta \) is gradually increased and the codevectors are slowly separated from each other since \( P_s(i) \) begins peaking around the Euclidean winner. In time, the codevectors closer to the data will take relatively larger steps, while the codevectors which are far away will be increasingly less affected. In the limit as \( n \to \infty \), \( P_s(i) \to S_i(x(n)) \), the competition becomes a winner-take-all competition and (5.1) is reduced to (2.3), in which only the Euclidean winner is updated. Comparing (5.1) to (2.2), the SCS is seen to be a neighborhood learning scheme in which \( P_s(i) \) is the neighborhood function, aimed at improving the partition of the training set. However, unlike the neighborhood function \( h_j(i, n) \) defined by Kohonen on a fixed lattice, in the SCS, \( P_s(i) \) is a dynamic neighborhood function which weights the codevectors by their distance from the data in the input space, rather than by their distance on the lattice. Since this algorithm is the deterministic equivalent of the Gibbs sampler introduced in the previous section, it can avoid local minima because the attraction of the codevectors to a specific partition evolves gradually, allowing them to find better partitions as time progresses. It should be noted that the computational complexity of the soft competition algorithm of (5.1) is essentially the same as the KLA of (2.3), as both involve the computation of \( K \) Euclidean distances for each presentation of a training vector. It can be conjectured that, as in simulated annealing, the schedule for the gain \( \beta(n) = C \ln(n) \) achieves the global minimum of \( D(s) \), although no proof is known to the authors.

Since the SCS asymptotically evolves into the KLA, the step-size schedule \( a_i(n) \) should asymptotically be \( 1/n_i \) to ensure the centroid and nearest neighbor conditions for the final code. Such asymptotic behavior can be accomplished as follows. The time axis is segmented into frames which, for convenience, might be measured by the number of sweeps they contain. Each sweep is one full cycle through the training set. The lengths of the frames increase as the temperature \( T(n) = 1/\beta(n) \) decreases, and the value of the step-size \( a_i(n) \) in each frame is reduced according to \( 1/n_i(n) \). The counters \( n_i(n) \) are reinitialized to unity at the beginning of each frame and are incremented according to (5.4) within the frame. The reinitialization technique was found to be useful in practice to speed up the convergence of the algorithm. The increase of the frames’ lengths ensures that more updates will be performed at low temperatures before the next counter initialization. Asymptotically, this technique ensures that the final codebook will satisfy both the centroid and the nearest neighbor conditions since (5.1) then becomes (2.3) as \( T(n) \to 0 \).

Finally, we give below a schematic outline of the algorithm steps carried out for each presentation of a training vector \( x(n) \).

1) Compute \( P_s(i) \) for \( i = 1, \ldots, K \) using (5.2).
2) Update the counters \( n_i(n) \) according to (5.4), and set the step-size values to \( a_i(n) = 1/n_i(n) \).
3) Update the codevectors \( \mathbf{y}_i \) for \( i = 1, \ldots, K \) using (5.1).
4) Update \( \beta(n) \) according to the temperature schedule.

Generally, the temperature update will be performed once for each sweep, and a reinitialization of the counters \( n_i \) is carried out at the end of each frame. Experimental results showing an increase in performance of the SCS over the GLA algorithm are given in the next section.

VI. EXPERIMENTAL RESULTS

Experimental simulations were performed to compare the performance of the soft competition scheme with that of the generalized Lloyd algorithm. The sources tested were digitized speech waveforms sampled at 8 kHz and first-order Gauss–Markov processes of the form \( x_n = \alpha x_{n-1} + w_n \), where \( w_n \) is an i.i.d. Gaussian process with zero mean and unit variance, and the coefficient \( \alpha \) is the first autoregressive coefficient of the process \( x_n \). The values used for \( \alpha \) were 0.9, 0.5, and 0 (the last is a Gaussian i.i.d. process).

Each algorithm was simulated on a Sun 3/260 computer with a floating point accelerator. One sweep of the SCS has approximately the same computational complexity as an iteration of the GLA. However, the time required for the SCS to converge was, depending on the temperature schedule, 3–10 times greater than the GLA. In an effort to make a fairer comparison, approximately equal computation time was allotted to each algorithm. Therefore, repeated runs of the GLA using different initial conditions were used, and the highest achieved SNR of these repetitions was used for comparison with a single run of the soft competition.

The time axis was segmented into frames whose lengths were measured by the number of sweeps they contained. Within each frame, the step-size schedule \( a_n(n) = 1/n \) was used, where at the beginning of each frame all the counters \( n_i \) were reset to unity. The frames were chosen to increase in size by two sweeps after each update. This corresponds to resetting the codevectors’ counters every time the current sweep index \( m \) equals a perfect square. After most resets of the step size, a temporary drop in the SNR was recorded, which was immediately (generally after one sweep) followed by a large recovery to an even higher SNR value (see, for example, Fig. 3). This behavior occurred because resetting the step sizes causes a relatively large change in the codevector locations, bringing them out of their near locally optimal positions as centroids, and hence temporarily reducing the SNR. The convergence to the different local minimum within the frame then recovers the lost SNR, and generally increases it. This reinitialization technique thus allows a more rapid convergence since the step size taken by the codevectors are larger, while the temporary loss of SNR is recovered generally within one sweep after the initialization. A plot of the step-size schedule as a function of the sweep number \( m \) is shown in Fig. 2 for a single codevector in a codebook of size four. Fig. 2 demonstrates the reinitialization of the step size every time \( m \) equals a perfect square, and its monotonic decay within each frame.

The temperature schedule for the soft competition was \( T(n) = T_i \gamma^{-n/K} \), where \( \gamma > 1 \), \( m \) is the sweep index, and \( K \) is the codebook size. That is, the temperature was decreased at the beginning of each sweep, and was kept constant within the sweep. The purpose of the codebook size \( K \) in the exponent of \( \gamma \) is to compensate for the fact that, at a given temperature, the probability \( P_n(i) \) decreases as the codebook size increases. Without the factor \( K \), the temperature cools too quickly for large codebooks, restricting the movement of the codevectors and “freezing” the system early. The performance of the system was not heavily dependent upon the choice of \( \gamma = \gamma^{1/K} \).

The initial temperature was chosen to be of the form \( T_i = CK \), where \( C \) is the variance of the scalar source \( x \), and \( C \) is a constant to be determined experimentally. We found that choosing \( 0.1 < C \leq 0.4 \) worked well in practice. It is important that the initial temperature not be chosen too large, for in such a case the codevectors may tend to merge together yielding a poor codebook. In fact, it can easily be shown that for \( T_i = \infty \), the Euclidean distance between each pair of codevectors decreases as \( 1/n \), where \( n \) counts the number of training vectors within a sweep.

Fig. 3 shows the behavior of the SNR value versus the sweep number \( m \) for several different temperature schedules. Different values of \( \gamma \) caused differences in convergence time, but the final SNR was approximately the same for each of the temperature schedules. The range of GLA curves over 10 repeated trials with different initial conditions is shown in Fig. 3 by the shaded region, where the best performance curve of the GLA lies about 1 dB below...
the peaks of the soft competition curves. That is, when allowed the same amount of computation time, the soft competition provides a better codebook (i.e., a better local minimum) than the GLA. The same behavior of the SCS with respect to the GLA was consistently observed in all the experiments conducted. While Fig. 3 shows the SNR for 300 sweeps of the soft competition algorithm, that many sweeps are unnecessary in the design process. The peak SNR in the curve with \( \gamma = 1.05 \) occurs at about sweep number \( m = 102 \), at which point the algorithm could be terminated.

Vector quantizers were designed for vectors of dimensions 2, 4, and 8, with rates ranging between 1 and 4 b per sample. The results are shown in Table I for the Gauss–Markov sources and in Table II for the speech source. The SCS consistently outperformed the GLA over a wide range of sources and bit rates. As seen in Tables I and II, the gain in SNR of the soft competition over the GLA ranges between 0.2 to 2.4 dB. The gain in SNR was generally greater for higher bit rates and for sources with higher correlation.

One important aspect of the SCS is its relative insensitivity to the choice of an initial codebook. Figs. 4(a) and (b) show the evolution of codebooks with four codevectors in two dimensions, as the soft competition algorithm progresses. The source in each case is a Gaussian i.i.d. process whose training vectors are plotted with ".": In Fig. 4(a) the initial codebook is chosen at random from the training sequence, and in Fig. 4(b) the initial codebook is chosen to lie equally spaced on a vertical line. In both cases, the final codebooks are the same, though the trajectories taken to achieve the locally minimal state are quite different.

VII. CONCLUSIONS

We have demonstrated convergence properties of a basic form of the Kohonen learning algorithm for vector quantizer design and obtained conditions on the step-size schedules to guarantee that the centroid and nearest neighbor rules are satisfied. With this background, a new VQ design technique was introduced by modifying the neighborhood mechanism of the original KLA using stochastic relaxation principles. The new algorithm is an on-line method in which the codevector update is governed by a "soft" competition between the codevectors, which are updated simultaneously for each presentation of a training vector. Computer simulations demonstrated the effectiveness of the new soft competition scheme by comparisons with the conventional GLA for codebook design.

APPENDIX A

1. Proof of Theorem 1

We first consider the convergence of the sequence \( A(0, n) \) to zero (condition (3.5a)).

Lemma 1: The sequence \( A(0, n) \) converges to zero as \( n \to \infty \) if and only if (3.6) is satisfied.

Proof: Since \( a(n) \in [0, 1] \) for any \( n \), it follows that also \( A(0, n) \in [0, 1] \). Moreover, since \( A(0, n) = [1, a(n)]_*, A(0, n - 1) \leq A(0, n - 1) \), the sequence \( A(0, n) \)
from which it follows that \( \lim_{n \to \infty} A(0, n) = 0 \) if (3.6) is satisfied.

To show that (3.6) is also a necessary condition let us define \( i_a \) to be the least positive integer for which \( a(i) \) is large enough for all \( i \geq i_a \), and let \( A_a \) be defined as

\[
A_a = \sum_{i = 1}^{i_a - 1} [1 - a(i)].
\]

Then, using (A.2), \( A(0, n) \) can be lower bounded with

\[
A(0, n) > A_a \exp \left( -2 \sum_{i = 1}^{n} a(i) \right)
\]

so that, in the limit as \( n \to \infty \), \( A(0, n) \) will be bounded away from zero unless (3.6) is satisfied.

We now examine the convergence of the sequence \( r(n) \) as \( n \to \infty \).

**Lemma 2:** \( r(n) \) converges to unity as \( n \to \infty \) if and only if (3.6) is satisfied.

**Proof:** From (3.2) it immediately follows that

\[
q_N(n) = q_{N+1}(n)[1 - a(N)].
\]

Using (3.3b) it is straightforward to verify that the sequence \( r(n) \) satisfies the difference equation

\[
r(n) = [1 - a(n)]r(n - 1) + a(n); \quad r(1) = a(1).
\]

By defining the error sequence \( e(n) \equiv 1 - r(n) \), we get the recursion

\[
e(n) = [1 - a(n)]e(n - 1); \quad e(1) = 1 - a(1).
\]

Since \( a(n) \in [0, 1] \) and \( e(n) \in [0, 1] \), it is evident that \( e(n) \) is monotonically decreasing and bounded and therefore converges. Solving (A.7) with the given initial condition for \( e(1) \) and using (2.7b) we get for all \( n \)

\[
e(n) = A(0, n)
\]

and the proof is completed by using Lemma 1.

Combining the above two lemmas, it is concluded that (3.6) is a necessary and sufficient condition for the estimator to be asymptotically unbiased, as stated by Theorem 1. Furthermore, if \( a(1) = 1 \), then the estimator \( y(N) \) is unbiased for any value of \( N \) since in this case, \( e(N) = A(0, N) = 0 \) for any \( N \), and thus \( r(N) = 1 \) for any \( N \).

2. **Proof of Theorem 2**

We first prove that \( u(n) \) decreases monotonically and is bounded and thus converges (Lemma 3), and then proceed by showing that (3.6) is a necessary condition for the limit of \( u(n) \) to be zero by upper bounding \( u(n) \)

\( A(0, n) \).

**Lemma 3:** If \( a(n) \) decreases monotonically then \( u(n) \) decreases monotonically.

**Proof:** Following its definition in (3.4b), and using (A.5) it can be verified that \( u(n) \) satisfies the difference

...
equation

\[ u(n) = (1 - a(n))^2 u(n - 1) + a^2(n); \quad u(1) = a^2(1). \]  
(A.9)

Define the sequence

\[ g(n) = \frac{a(n)}{2 - a(n)} \]  
(A.10)

which decreases monotonically to zero with \( g(n) \in [0, 1] \)

for all \( n \geq 1 \). From (A.9) it immediately follows that

\[ u(n) - u(n - 1) = a(n)[2 - a(n)][g(n) - u(n - 1)]. \]  
(A.11)

Therefore, a necessary and sufficient condition for \( u(n) \) to
decrease monotonically is that \( u(n - 1) \geq g(n) \) for all

\( n \geq 2 \). This condition is easily proved by induction. For \( n = 2 \), \( u(1) = 1 \geq g(2) \), since \( g(n) \leq 1 \) for all \( n \). Now,

assuming that \( u(n - 1) \geq g(n) \) for some \( n \geq 2 \), we get

(using (A.9) and (A.10))

\[ u(n) \geq (1 - a(n))^2 g(n) + a^2(n) = g(n) \geq g(n + 1) \]  
(A.12)

which completes the induction argument. \( \square \)

The sequence \( u(n) \) decreases monotonically and is
bounded and thus converges. To complete the proof of
Theorem 2 we define a sequence \( w(n) \) by the recursion

\[ w(n) = (1 - a(n))^2 w(n - 1); \quad w(1) = u(1). \]  
(A.13)

It can be verified (by induction) that \( w(n) \leq u(n) \) for all

\( n \geq 1 \). Hence, by solving (A.13) for \( u(n) \) in terms of \( w(1) \)

it follows that

\[ u(n) \geq w(n) = A^2(1, n)u(1). \]  
(A.14)

However, since the convergence of the sequence \( A(1, n) \)
is equivalent to that of \( A(0, n) \), the proof is completed by

appealing to Lemma 1. \( \square \)

3. Proof of Theorem 3

The proof is obtained by assuming that (3.7) holds and
showing that \( u(n) \leq a(n) \), for any \( n \geq 1 \). This proves that

\( u(n) \) converges to zero since \( a(n) \) does. First, note that (3.7)
can equivalently be expressed for all \( n \geq 2 \) as

\[ a(n - 1) \leq \frac{a(n)}{1 - a(n)}. \]  
(A.15)

We prove that \( u(n) \) is upper bounded by \( a(n) \) by induction.

For \( n = 1 \), \( u(1) = a^2(1) \leq a(1) \). Now, assuming that \( u(n - 1) \leq a(n - 1) \) for some \( n \geq 2 \), we get (using (A.9) and (A.15)) that

\[ u(n) - a(n) \leq [1 - a(n)]^2 \left[ \frac{a(n - 1) - a(n)}{1 - a(n)} \right] \leq 0 \]  
(A.16)

which completes the induction argument. \( \square \)

4. Proof of Theorem 4

By writing

\[ u(N) - \frac{1}{N} = \sum_{n=1}^{N} \left[ \left( q_n(n) - \frac{1}{N} \right) \left( q_n(n) + \frac{1}{N} \right) \right] \]  
(A.17)

and partitioning the set of time instants \( \{1, \cdots, N\} \) into the two subsets

\[ N^+ = \left\{ n \in [1, N] | q_n(n) \geq \frac{1}{N} \right\} \]
\[ N^- = \left\{ n \in [1, N] | q_n(n) < \frac{1}{N} \right\} \]  
(A.18)

(A.17) can be upper bounded with

\[ u(N) - \frac{1}{N} \geq \sum_{n \in N^+} \frac{2}{N} \left( q_n(n) - \frac{1}{N} \right) \]
\[ - \sum_{n \in N^-} \frac{2}{N} \left( \frac{1}{N} - q_n(n) \right) \]
\[ = \frac{2}{N} \left[ \text{tr}(N) - 1 \right] = 0 \]  
(A.19)

in which equality is clearly obtained if and only if \( q_n(n) = 1/N \) for all \( n \in [1, N] \). \( \square \)

5. Proof of Theorem 5

By Theorem 4 we can restrict attention to sequences \( a(n) \) for which \( q_n(n) = 1/N \) for all \( 1 \leq n \leq N \). Note that the equality \( A(N, N) = 1 \) in (2.7b) implies the boundary
condition \( a(N) = 1/N \). The requirement on \( q_n(n) \) can be also written as (1 \( \leq n \leq N \))

\[ \frac{q_n(n)}{q_n(n - 1)} = 1 \]  
(A.20)

which, using (2.7b), can be written as the difference equation (2 \( \leq n \leq N \))

\[ a(n - 1) = \frac{a(n)}{1 - a(n)}. \]  
(A.21)

By induction it is verified that the unique solution for

(A.21) with the specified boundary condition is given by \( a(n) = 1/n \) for all \( n \in [1, N] \). In light of (A.21), the

sufficient condition (3.7) (or equivalently (A.15)) given in Theorem 3 is tight, and is achieved only if \( a(n) = 1/n \). In this case \( u(n) \) achieves its upper bound sequence \( a(n) \) and we get \( u(N) = a(N) = 1/N \), and the Cramer–Rao bound is achieved.

6. Proof of Theorem 6

We first show the equivalency between \( r \leq 1 \) and the sufficient condition of (3.7).

Lemma 4: If \( a(n) = n^{-r} \) with \( r > 0 \), then (3.7) is satisfied if and only if \( r \leq 1 \).

\textit{Proof:} Applying the given form for \( a(n) \) to (3.7) and
rearranging yields the equivalent condition, for \( n \geq 1, \)
\[
r' + 1 > (n + 1)' + 1. \tag{A.22}
\]
Let \( f(x) \equiv x' + 1 - (x + 1)' \) for \( x \geq 1, \) whose derivative is given by \( f'(x) = r[x^{r-1} - (x + 1)^{-1} - 1]. \) Both \( f(1) \) and \( f'(x) \) are positive if \( r < 1, \) zero if \( r = 1, \) and negative if \( r \geq 1, \) from which it is concluded that for any \( n \geq 1, \)
f(n) \geq 0 if and only if \( r \leq 1. \)
\[ \square \]

The proof of Theorem 6 is then concluded by combining the above lemma with Theorems 1–3.

**Appendix B**

In this Appendix we provide a proof of (4.6).

For each \( i \) denote by \( s'_m \) the state vector that would result from changing the value of the \( m \)-th component to be \( s = i, \) while leaving the other components of \( s \) unaltered, and let \( P(s'_m) \) be the probability of attaining such a vector. \( P(s'_m) \) is obtained from (4.4) by substituting \( s'_m \) for the state vectors. Note that \( P(s'_m) \) is also the probability of the joint event \( \{s = i, s \forall n \neq m \}. \) By applying Bayes’ rule to (4.5), the conditional probability \( P_m(i) \) can also be written, for \( 1 \leq i \leq K \) as
\[
P_m(i) = \frac{P(s'_m)}{\sum_j P(s'_m)} = \frac{1}{\sum_j P(s'_m)} \tag{B.1}
\]
Applying the Gibbs distribution of (4.4), the above expression can be written as a function of the distortion measure as
\[
P_m(i) = \frac{1}{\sum_j \exp \{-\beta[D(s'_m) - D(s'_m)]\}} \tag{B.2}
\]
where \( D(s'_m) \) is the value of the distortion function \( D(s) \) computed for the state vector \( s'_m \) (for which \( s_m = i \)). The quantity \( D(s'_m) - D(s'_m) \) is the increase in the distortion function when a transition from state \( s'_m (s_m = i) \) to state \( s'_m (s_m = j) \) occurs. Since \( s \) represents a partition of the training set, the transition from \( s'_m \) to \( s'_m \) is obtained by reassigning \( x_m \) from \( R_i \) to \( R_j. \) We now compute the change in the distortion function resulting from such a transition.

Denote the partition implied by \( s'_m \) as state \( A, \) and the partition of \( s'_m \) as state \( B. \) Also, let \( R^A_i \) denote the \( i \)-th partition region in state \( A, \) and \( y^A_i \) its centroid, and similarly for \( R^B_j \) and \( y^B_j. \) We are interested in the transition from state \( A \) to state \( B \) as described schematically in Fig. 5, where \( H_i \) is the set with cardinality \( N_i, \) defined by
\[
H_i = \{x_i \in T | s_i = i \quad \text{and} \quad x_i \neq x_m\}
\]
and similar definitions hold for \( H_j \) and \( N_j. \) The transition from \( A \) to \( B \) can be expressed by the relations
\[
R^A_i = H_i \cup \{x_m\}
R^B_i = H_j
R^A_j = H_j \cup \{x_m\}
\tag{B.3}
\]

Fig. 5. Schematic description of the transition from state \( A \) to state \( B, \) in which the training vector \( x_m \) changes its affiliation from \( R_i \) to \( R_j. \)

for which the corresponding centroids are given by
\[
y^A_i = \frac{1}{N_i + 1} \left[ x_m + \sum_{x \neq x_m} x \right]
\]
\[
y^B_i = \frac{1}{N_i + 1} \sum_{x \neq x_m} x
\]
\[
y^A_j = \frac{1}{N_j + 1} \left[ x_m + \sum_{x \neq x_m} x \right]
\tag{B.4}
\]
The above expressions yield the relations
\[
y^B_i = y^B_i = \frac{1}{N_i + 1} (x_m - y^A_i) \tag{B.5a}
\]
\[
y^B_j = y^B_j = \frac{1}{N_j + 1} (x_m - y^B_i) \tag{B.5b}
\]
and the change in the distortion function due to the transition from \( A \) to \( B \) is given by
\[
D(B) - D(A) = \|x_m - y^B_i\|^2 - \|x_m - y^B_j\|^2
+ \sum_{x \neq x_m} (\|x - y^B_i\|^2 - \|x - y^B_j\|^2)
+ \sum_{x \neq x_m} (\|x - y^A_i\|^2 - \|x - y^B_j\|^2).
\tag{B.6}
\]
By substituting the expressions for \( y^B_i \) and \( y^B_j \) from (B.5) into (B.6), the change in the distortion function can be written as
\[
D(B) - D(A) = \frac{N_i}{N_i + 1} \|x_m - y^B_i\|^2
- \frac{N_j + 1}{N_j} \|x_m - y^A_i\|^2. \tag{B.7}
\]
If the training set is large and we assume \( N_i, N_j >> 1, \) then substituting (B.7) into (B.2) yields the final expression, for \( 1 \leq i \leq K \)
\[ P_m(t) = \frac{e^{-\beta \text{km}-y_l^2}}{\sum_{k=1}^{K} e^{-\beta \text{km}-y_l^2}}. \]  

(B.8)
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