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On the Cost o f F inite Block Length in 
Quantizing Unbounded Memoryless Sources 

Tam& Linder and Kenneth Zeger, Senior Member,  IEEE 

Abstract-The problem of fixed-rate block quantization of an  
unbounded  real memoryless source is studied. It is proved that if 
the source has  a  finite sixth moment,  then there exists a  sequence 
of quantizers Qn  of increasing dimension n  and  fixed rate R 
such that the mean  squared distortion A(Q,) is bounded  as 
A(Q,) < D(R) + O(dm), where D(R) is the distortion- 
rate function of the source. Applications of this result include the 
evaluation of the distortion redundancy of f ixed-rate universal 
quantizers, and  the general ization to the non-Gaussian case of 
a  result of Wyner  on  the transmission of a  quant ized Gaussian 
source over a  memoryless channel.  

I. INTRODUCTION 

S HANNON’S source coding theorem with a fidelity cri- 
terion [5] showed that by increasing the blocklength n 

of a  lossy source code, it is possible to have the mean 
squared error approach the distortion-rate lower bound arbi- 
trarily closely. Pile [ 121 showed that for finite alphabet sources 
the convergence of the expected distortion to the distortion-rate 
function occurs at a  rate O(log n/n). Wyner [14] proved the 
same convergence rate for memoryless Gaussian sources and 
squared distortion. Zhang et a2 [ 181 in a recent paper settled the 
question of the convergence rate for finite alphabet memoryless 
sources by showing that the exact asymptotic rate is clog n/n, 
where they also identified the constant c. 

For nondiscrete sources it has recently been shown [lo] that 
for a  bounded real memoryless source and squared distortion 
the convergence occurs at a  rate 0( dm). This result was 
used in [lo] to analyze the performance of a  certain universal 
quantization scheme. On the other hand, the assumption of 
bounded support is sometimes a severe restriction in signal 
quantization, especially since some of the most popular source 
models have unbounded support, such as the Laplacian. The 
convergence rate results mentioned above also assume that 
binary information is transmitted across a lossless channel. In 
the present paper we eliminate the bounded support require- 

Manuscript received October IO, 1994; revised July 20, 1995. The material 
in this paper was presented in part at the IEEE International Symposium on 
Information Theory, Whistler, BC, Canada, September 1995. This research 
was supported in part by the National Science Foundation, the Joint Services 
Electronics Program, the Foundation for Hungarian Higher Education and 
Research, and the Hungarian National Foundation for Scientific Research. 

T. Linder is with the Department of Mathematics and Computer Science, 
Technical University of Budapest, Budapest, Hungary. 

K. Zeger is with the Coordinated Science Laboratory, Department of Elec- 
trical and Computer Engineering, University of Illinois, Urbana-Champaign, 
IL 61801 USA. 

Publisher Item Identifier S 0018.9448(96)01032-2. 

ment and also consider transmission across a noisy channel. 
In addition, we are able to obtain a rate of convergence result 
for universal lossy source coding. 

For a given source let D,(R) be the nth-order operational 
distortion-rate function, that is, the minimum distortion achiev- 
able by an n-dimensional quantizer having rate less than or 
equal to R. For a given quantizer Q let A(Q) denote its 
expected distortion, and let D(R) = lim, D,(R) be the 
operational distortion-rate function of the source. In universal 
quantization (see e.g., [2], [9], [lo], [16], [17], [20]) one 
is often interested in the quantity A(Q=) - D(R), called 
the distortion redundancy,  where {Qn} is a sequence of 
quantizers of rate R, + R. In fact, the fixed rate codes 
which satisfy lim,(A(Q,) - D(R)) =  0  for any source in 
a given class of sources are termed universal block-to-block 
source codes (see, e.g., [19], [ll], and [7]). The distor- 
tion redundancy is usually decomposed into two terms, the 
“cost of universality” A(Q,) - Dn( R), and the “cost of 
finite blocklength” D,(R) - D(R). These two quantities can 
be analyzed independently, and the asymptotic behavior of 
D,(R) -D(R) is often of interest in its own right. The cost 
of finite blocklength can also be used to give bounds on the 
distortion redundancy when combined with bounds on the cost 
of universality. 

Our first result (Theorem 1) shows that D,(R) - D(R) < 
0( dm) for memoryless real sources with finite sixth 
moment. Furthermore, the upper bound is achieved by a 
sequence of quantizers whose codevectors satisfy a power 
constraint uniformly in n. It turns out that the proof of this 
result poses substantially more technical difficulties than its 
counterpart for bounded sources. 

Two corollaries of the main result are given. The first proves 
that for any real memoryless source of finite sixth moment 
with distortion-rate function D(R) and a discrete memoryless 
channel of capacity C it is possible to transmit the block- 
quantized source through the channel so that the resulting 
mean square distortion is D(C) + 0(,/m), where n is 
the coding delay. This corollary generalizes a result of Wyner 
[14] who showed the same result for a  memoryless Gaussian 
source. 

The second corollary uses a result in [9] to show that for the 
class of real memoryless sources of finite Lth absolute moment 
(k > 8) and for any t > 2/( 5  - 4), there exists a universal 
quantizer whose distortion redundancy satisfies 

A(Qn) - D(R) = O((logn/n)(1’2)-‘). 
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Thus for classes sources with finite moments of high 
enough order, the distortion redundancy arbitrarily approaches 
o@G-m. 

The results are stated in the next section. Their proofs along 
with the statements of some lemmas and their proofs are in 
Section III. 

II. FWXJLTS 

An n-dimensional quantizer with N codevectors 

{Yl,... ,YN) c bin 

is a measurable mapping 

Q: Iv -+ {Yl,...,YN}. 

The rate r(Q) of Q is defined as r(Q) = (logN)/n, the 
logarithm being base 2. The mean-squared distortion between 
two n-vectors 9 = (51, . . . , 2,) and yn = (~1, . . . , yn) is 

For a real i.i.d. source X1, X2, . . the quantizer’s distortion 
is given as 

A(Q) = E&(Xn, Q(X”)) = ;E/IX’” - QG”)l12, 

where X” = (Xl,... , Xn). Denote by D,(R) the minimum 
distortion achievable by quantizers of rate less than or equal 
to R 

D,(R) = f&.&H A(Q) 

In what follows D(R) will denote the distortion-rate function 
of the memoryless source {Xi} relative to the mean-squared 
distortion, i.e. 

D(R) = inf{EjX - Y12 : I(X;Y) < R) 

where the infimum is taken over all joint distributions of pairs 
of real random variables (X, Y) such that the first marginal has 
the common distribution of the Xi and the mutual information 
between X and Y is at most R. We will prove the following 
result. 

Theorem 1: Let X1,X2,... be a real i.i.d. source with 
E(X112 = M2 and E]X116 < co. Let 0  < RI < R2 and 
assume that D( R2) > 0. Then for any R E [RI, Rz] there 
exists an n-dimensional quantizer Qn with rate r(Qn) 5 R 
such that 

A(Q,) L  D(R) +B F  J- 
for all n  > 1, where the constant B depends only on RI, R2, 
and the source distribution. Furthermore, the quantizers satisfy 

Remarks: a)The theorem implies that A(Q,) - D(R) = 
0(,/m) for all R > 0 such that D(R) > 0. The theorem 
also shows the stronger statement that the convergence is 
uniform in any closed interval of rates containing neither zero 
nor min{R : D(R) = O}. This fact is used in the corollaries 
where sequences of quantizers with rates changing with n are 
considered. 

b)Let the single-letter distortion measure d, be given as 

&(Zn, Yy”) = n-l 2  P(lG - Ylil) 
i=l 

where p is a strictly convex function with p(O) = 0 which 
satisfies p( lx+ yl) < cp( 1x1) + cp( Iyl) for some constant c. As 
will be discussed in Section IV in more detail, it is not hard 
to show (by slightly altering the proof) that Theorem 1 holds 
with the condition Ep((Xrl)3 < 00 replacing EIX116 < co. 
The additional assumption we need is that d, satisfy the 
following: for any n, any closed convex set K c [w”, and 
probability distribution P on K, the generalized centroid of 
K with respect to d, is in K, i.e. 

min yEK K dn(z> y)P(dz) = m&g J J 
K dn(x, y)P(dz). (1) 

One way to show (1) is to prove that for any closed convex 
set K and any y $ K there exists a y’ E K such that 

d,(z, y’) < dn(2, y) for all z E K. (2) 

Interestingly, when p(z) = zT for some r > 2 (d, is called the 
rth power distortion in this case), then (2) holds when n = 2 
[8], but it fails to hold for n  > 3 when K is a  half-space. 

In [14] Wyner proved that D,(R) - D(R) = O(loga/n) 
for memoryless Gaussian sources, and in [15] showed that 
D,(R) - D(R) = 0( dm) for any correlated Gauss- 
ian source with a sufficiently well-behaved spectral density. 
Recently, Zamir and Feder [17] showed that an O(logn/n) 
convergence rate is achievable for correlated Gaussian sources 
by means of a  variable-rate coding scheme using subtractive 
dither. The main result in [ 141 states that it is possible to trans- 
mit a  memoryless Gaussian source over a memoryless channel 
of capacity C causing distortion D(C) +0( v”-), where 
n is the coding delay. It turns out that our Theorem 1 is 
sufficient to obtain this result without assuming the source 
to be Gaussian. The joint source-channel coding scheme in 
the next corollary is the same as in [14] (see also, e.g., [5]) 
except that to simplify matters we let the channel accept one 
input per source output. 

Corollary I: Suppose we are given a real memoryless 
source X1,X2,... with distortion-rate function D(R), sat- 
isfying EIX16 < co, and a discrete memoryless channel of 
capacity C, accepting one input per source output. Then there 
exists a source-channel coding scheme with delay n, such that 
denoting by Xl, X2, . . ,X, the channel decoder output, we 
have 
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The second corollary combines Theorem 1 with a result Lemma 2 ([15, Lemma 31): Let X1,X2, .. . be an 
in [9] on the cost of universality in universal quantization. i.i.d.source and let (X1, Yi), (X2, Y2), . . be an i.i.d. sequence 
The class of sources considered here is the family of all of pairs such that 1(X,; Yl) < co. Then for any a, /?, y and 
real memoryless sources which satisfy the moment constraint any positive integer N there exists an n-dimensional quantizer 
EJXlI’” < 00 for some Ic > 8. Q with N codevectors such that 

Corollary 2: For any R > 0, k~ > 8, and t > 2/(k - 4) 
there exists a sequence of universal quantizers {Qn} such that ;llX”-Q(X”)l12>a <P$“(,)+P~)(/?)+P;3)(y) 

r(Qn) - R = 0  
((by-‘) + exp (-(N-1)2-np) 

where 

and for any memoryless real source with ElXl 1’ < m  

((k+y). 
A(Qn) - D(R) = 0 

III. LEMMAS AND PROOFS 

P$‘$+=P ~&;yi-y,la>o 
ie n 

a=1 

P;“‘(p) =  P i Clog U(X,;Y,) > p 
2=1 

The proof of Theorem 1 uses similar techniques as Wyner’s 
proof for correlated Gaussian sources. The main difficulty here 
is that unlike in the Gaussian case, the rate-distortion function 
of the source is not given explicitly, nor is the joint distribution 
achieving the distortion-rate bound. To overcome this problem 
we need some lemmas. First we cite three results (Lemmas 
l-3) and then we prove Lemma 4, which will be the key to 
the main theorem. 

the function ~(5, y) being the R-N derivative dz;>yl , and 

pp(y) =P{ ;Jw > 7). 

In what follows the joint distribution of a  pair of real random 
variables (X, Y) is denoted by Px,y, while Px x Py refers to 
the product of the marginals of Px, y . If D(R) is the distortion- 
rate function of the memoryless source X1, X2, . . and X has 
the common distribution of the X;, we say that a  pair (X, Y) 
achieves the point (R, D(R)) (on the distortion-rate curve) if 

1(X; Y) = R and EIX - Y12 = D(R). 

The following lemma on the parametric representation of 
D(R) is due to Csiszar [4]. Although the result holds under 
much more general conditions, we state it here for real sources 
and the squared distortion. 

Furthermore, Q satisfies for all xn E Iw” 

~llQ(xn)l12 I Y and 11~~ - Q(~“)ll L Ibfll. (5) 

The following is the Berry-Esseen theorem [3, Corollary 
9.1.41, a uniform version of the central limit theorem for i.i.d. 
variables with finite third moment. 

Lemma3:  Let Zl,..., 2, be i.i.d. random variables with 
E& = 0, El&l2 = a2, and EIZ113 = y < 00. Then 

where 

Lemma 1  ([4, Lemma 1.41): Let X be a real random 
variable with EIX12 < 00, and let D(R) be the distortion- 
rate function of the memoryless source generated by X. Let 
R > 0 such that D(R) > 0, and assume that (X, Y) achieves 
(R, D(R)). Then the Radon-Nikodym derivative a(z, y) of 
PXY with respect to Px x Py is given as 

u(x, y) = o(2)2-S1Z-y12 (3) 

for some s > 0 and o(x) > 1 satisfying for all y E Iw 

x Q(x) = (27r)-lj2 
J 

e-t2/2 dt. 
-03 

Using the well-known inequality 

1 - Q(Z) < (2&r-1e--22/2 

for all x > 0, and choosing x = ufi/a we obtain the 
following: for all u  > 0 

J 
R 4x)2- slz-Y12 Px(dz) <  1. (4) 

Furthermore, -l/s = D’(R), the derivative of D( .) at R > 0. 
The next lemma is due to Wyner [15]. Wyner’s lemma is 

a slight modification of [5, Lemma 9.3.11 by Gallager, the 
main step in the classic random coding proof of the source 
coding theorem. The only change here is that we replaced 
the probability density functions with R-N derivatives to deal 
with arbitrary source distributions, which is easily seen to be 
legitimate. 

The last lemma will be essential in establishing our main 
result. It shows that there always exists an (X, Y) achieving 
(R, D(R)) such that the absolute moments of Y are bounded 
above by those of X. An interesting twist in the proof is 
that while usually the existence of near-optimal quantizers are 
derived using the existence an optimizing (X, Y), this time 
the existence of an optimizing (X, Y) with certain properties 
is inferred from the source coding theorem and properties of 
vector quantizers. 

- 
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Lemma 4: Let X be a real random variable satisfying Now define a new quantizer Qn as 
EIXI’ < co for some T  > 2. Let D(R) be the distortion-rate 
function of X relative to the squared error criterion, and let 
V,“‘, ~1 be positive reals satisfying 2 < rj 5  T, j = 1, . . . , 1. g(xn) - 
Then for any R > 0 there exists a Y such that (X, Y) achieves 
the point (R,D(R)), and the absolute rjth moments of Y 

1 

9; if ]]xn - &I] = min lllCn - $jl] 
l<j<Nn 

satisfy 

and xn E B,,, 
Yl = 0, if zn $ B,,, 

(11) 
where ties are broken arbitrarily. By (10) we have 

EIYI’J 5 EIX(‘-1, j = 1,. . ,l. llxn - &(xn)ll 5  I(xn - Qn(xG”)II if9 E B,,,. 

Proof: The proof has two steps. First we will show that 
for all E > 0 

D(R) = inf{EIX - Y[’ : I(X;Y) 5 R, 

EIY I’, 5  MT% + t, j =  1, . . . ,1} (7) 

where MT3 = E]Xlrj. The next step is to show that (7) implies 
the claim of the lemma. 

It suffices to show that D(R) is greater than or equal to 
the right-hand side of (7) for any E > 0 since the opposite 
inequality is obvious. We  prove this using the following 
construction. For any rj and t > 0 let B$ be defined as 

B$ = {z:” = (x1,. . . , x,) E W  : 2  Ixilr’ I n(My, +  E)} 
i=l 

From this and (9) we obtain 

;EllXn - cj,(X”)l/” = D(R) + 6, (12) 

where S, + 0 as n + cc, while the rate of Qn is at most 
R, and all the codevectors of Q, are in B,,,. In particular, 
(8) implies that 

(13) 

and let 
1  

LetY” = (Yl,..., Y,) = Q,(Xn). Then by the properties of 
mutual information (see [5, (9.6.2), p. 4701) 

If X” = (Xl, . . , Xn) is a vector of i.i.d. copies of X, the 
weak law of large numbers and the union bound imply that 
P{Xn 6 B,,,} -+ 0  as n + cc. Then we have by symmetry 

n 
k c Ixi?~{x-g~~,,> 

z=l 1 
= E[IXII~QX-+ZB~,,~] + 0 as n--f 03. (9) 

Consider now a sequence of n-dimensional quantizers { Qn} 

Pxu = A g  PX,Y%. 
2=1 

such that Qn has N, 5 2nR codevectors for each n and 
(l/n)EllX” - Qn(X”)l12 4 D(R) as n -+ 00. Such a 
sequence of quantizers exists by the source coding theorem 
(see, e.g., [5, Theorem 9.6.21). Denote the codevectors of Qn 
by {YI,..., yN,}, where we can assume that yr = 0 since 
adding one extra codeword to the codebook asymptotically 
does not affect the quantizer’s rate. We  construct a  new 
codebook ($1, . . . , $N,} by projecting the yi lying outside 
B,,, onto B,,,, that is, we redefine the yi for i = 1, . . . , N, 

Then the convexity of 1(X, Y) in Pyix for fixed PX implies 
that 

(15) 

By the definition of the distribution of Y we have 

EIX - y12 = ;EllX” - Y”112 = D(R) + 6, 

by (12), and 
as 

jji = arg min{ llxn - yill : xn E &,c}. 

Denoting the distribution of the pair (X;, Yi) by Px,Y,, 
we define the pair of random variables (X, Y) to have the 
distribution 

Since the rj are greater than 1, the B& are convex, and it 
follows that B,,, is convex. Thus the $i exist and are unique. by (13). Combining this with (14) and (1.5) we obtain 

By a well-known property of convex sets and the Euclidean 
distance (which follows from the Pythagorean identity) we 

D(R) 2 inf{E]X - Y12 : I(X;Y) 5 R, 

have for all xn E B,,,, and for all i = 1,. . , N,, EIYITi 5  n/r,% + t, j =  1,. . ,1} 

llxn - &II I llxn - Yill. (10) which completes the proof of (7). 
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Next we show that (7) indeed implies the existence of the 
said random variable Y. Clearly, the union over all 0  < E 5 1 
of the families of probability distributions on Iw2 considered on 
the right-hand side of (7) is tight. It follows from Prohorov’s 
theorem [l] that there exists. a  sequence of random variables 
Yi , Y2, . . such that (X, Y,) converges in distribution to a pair 
(X, Y), and 1(X, Y,) 5  R, lim, E(X - Y,12 = D(R), and 
limsup,E]Y,ITj 2  MF3, j = l,...,Z. Then, by [l, Theorem 
5.31 we obtain 

E(X - Y12 5 D(R), EIYl’j 5  MTz,j =  l,...,l. 

Finally, the lower semicontinuity property of the mutual infor- 
mation (see [4, Lemma 2.21) implies R > lim inf, 1(X; Y,) > 
1(X, Y), so that the pair (X, Y) satisfies the claim of the 
lemma. The proof of the lemma is thus complete. 0  

Proof of Theorem 1: Let R E [RI, R2] be fixed and let X 
have the common distribution of the X;. Then by Lemma 4 
there exists a Y such that the pair (X, Y) achieves (R, D(R)), 
and 

and 

E]Y12 < EIX12 = M2 

EIY14 5 E(X14 

EIY16 < E/Xl% (16) 

Let (Xl, K), (X2, y2), . . . be i.i.d. copies of (X,Y). For a 
given IL > 0 let o  = D(R) + u, ,0 = R + u/2, y = 2M2, and 
and let Q be the n-dimensional quantizer with N = L2”(R+“)] 
codevectors whose existence is assured by Lemma 2 with the 
given a, ,0, and y. Then we have that 

$]Q(x”)lj’ I 2M2 for all x E Iw”. 

The distortion of Q can be written as 

a(Q) = +llX” - Q(X”>II”~{IIX-II~~~~M,)I 

+ +llX” - Q(X”)l121{11x-112>2n~2}1. (17) 

Using (5) and the Cauchy-Schwarz and Chebyshev inequali- 
ties we can upper-bound the last term in (17) as 

+I~Q(x~ - ~~ii~~~llX~ll~~2nI~1 

5 ;j’~~/P{llX~lj~ > 2nM2) 

5 m  d Var(X,2) 
&f2 

2 

where c depends only on the second and forth moments of X. Then there exists a sequence {Rk} in [RI, Rz] converging 
To upper-bound the first term on the right side of (17) we to an R E [RI, R2], such that the associated pairs (X, Yk) 

again use the fact that ])xn - Q(x”)]l 5  ]]xII. Letting achieve the points (RI,, D(Rk)) and satisfy 

I+’ = n-1llQ(X”) - Xnl12~~~~xq~~2n~2~ Var(lX - Yk12) = ElIX - Yk12 - D(Rh)i2 -+ 0  as k -+ cc. 

we can write (using the fact that W  5 2M2 a.s.) 

By Lemma 2 we have 

P{n?]IX” - Q(X”)l12 > D(R) + u} 

2  P;l)(D(R) + u) +  P;“‘(R + 42)  

+  Pc3)(2M2) + exp (-(N - 1)2-np). n  W) 

The third probability 

P;“‘(2M2) = P{k lx12 > 2nM2)  
i=l 

is easily bounded using the Chebyshev inequality and the fact 
that EIY14 5 EIX14 as 

P 2 ]E12 > 2nM2 
i=l 

<2 
n  

where c2 depends only on the moments of X. The last term 
in (20) is no greater than exp (-2”“j2 - 2) by the choice of 
N. In what follows we provide uniform upper bounds for the 
two remaining probabilities in (20). 

Uniform Bound on  P(l) (D(R) + u) n  

Using (6) (the corollary of the Berry-Esseen theorem) with 
2; =  [Xi-Y;12-D(R) we can upper-bound P(l) (D(R) + u) ?I 
as 

l/m- 2  Pil)(D(R) + u) 5  xe n” /(2A(R)) 

1 B(R) 
+ z A(R)3/2 

(22) 

where A(R) = Var(lX - Y]‘) and B(R) = El IX - Y12 
-D(R) I 3. The moment conditions (16) and the inequality 

(CL + b)P 5 2p-l(ap + by, a, b  > 0, p  > 1 

imply that both A(R) and B(R) are uniformly upper-bounded 
for all R in [RI, Rz]. Thus we only have to show that A(R) 
is bounded away from zero in [RI, R2]. 

This is seen by the following argument. Suppose 

inf A(R) F 0. 
RE[RI&] 
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Also, we can assume by Lemma 4 that E]Yk12 < E(X12, and 
this moment constraint implies that the family of probability 
measures induced by the (X, Yk) on R2 is tight. Thus there 
exists a subsequence Rk, and a random variable Y such 
that (X,Yk)) converges in distribution to (X,Y), and for 
simplicity we will write RI, instead of &, . It follows that 

Ix - &I2 - D(&) -+ Ix - PI2 - D(h) 

in distribution (see [l, Theorem 5.51). Then a simple truncation 
argument shows that 

EllX-Y12-D(fi)12 <lim~nfEI]X-Yk~2-D(Rg)12 =0 

(see, e.g., [l, Theorem 5.31). This implies that IX - Y] = c 
almost surely. Now since 

q&Y) = 
dPx P dPx ; p- (x, y) = &(2)2-+-y12 > 0 

Y 

we have that PX x PI; is absolutely continuous with respect 
to Pxp. It follows that PX x Pp and Px,p have the same 
support. By assumption the support of Px p is contained in 
the set S = {(z, y) E Iw2 : lx - y] = c}, and thus so is the 
support of Px x Pp. But the support of PX x Pp is a  product 
set A x B, and A x B c S can only happen if A = {z} 
for some x E R. This would mean that PX is concentrated 
on x, which contradicts our assumption that D(Rz) >  0. We 
conclude that there exist constants Cr , C’s, and C’s such that 

p”‘(D(R) +  u) 5  c1e-d(2c2) + c, 
n  

ufi fi 
(23) 

for all R E [RI, Rz]. 

Uniform Bound on  Pc2) (R + u/2) n  

Using the Berry-Esseen inequality again we obtain 

J m  1  B(R) 
Pi2’(R + u/2) 5  ae-nu2/(2’(R)) +  F ao”/’ 

where A(R) = Var(log a(X, Y)), k(R) =  Ellog a(X, Y) - 
R13, and 

To show that l?(R) is uniformly upper-bounded in [RI, Rz] we 
will make use of Lemma 1. Since (X, Y) achieves (R, D(R)), 
by (3) we have 

Elloga(X,Y)13 = Ellogar(X) --SIX - Y1213 
5 22 (Ellog a( + s3EIX - Y 16). 

(24) 

Since 

(J > 

-1 
a!(x) = 2-“lz-Y~zPy(dy) >  1 

for .Px a.e., by Jensen’s inequality applied to -log z and 1~1~ 
we have 

Ellog a( = E(log a(X))3 

( (.I’ >) 
3 

= E -log 2--slx--y~2 PY(dy) 

3 

<E 
(.I’ 

SIX - y12 Py(dy) 
) 

5 s3 
JJ 

lx - y16  Py(dy)Px(dx) 

5 ~~2~ (EIX16 + EIY I”) (25) 
5 s326E]X16. (26) 

Thus Ellog u(X, Y)] 3  is upper-bounded by 26s3E]X(6. Since 
-l/s is the derivative of the decreasing convex function 
D(R), it is readily seen that RI > 0, D(R2) > 0, and the fact 
that limR+, D(R) = 0 imply that the values of s associated 
with R E [RI, Rz] are bounded and bounded away from zero. 

Next we show (the intuitively obvious fact) that a(R) is 
bounded away from zero in [RI, Rz]. Assume the contrary. 
Then there exists a sequence & in [RI, R2] such that & + 
ii E [RI, R2], and for which Var(logak(X, Yk)) + 0 as 
Ic -+ cc (the R-N derivatives ek are also indexed since 
they depend on (X, Yk)). Using the same argument about the 
tightness of the family of distributions induced by the (X, Yk) 
as above, we can again assume that (X, Yk) converges in 
distribution to a pair (X, Y). As before we obtain that (X, Y) 
achieves the point (A, D(k)) on the distortion-rate curve. By 
the parametric representation of Uk(z, y) we have 

Uk(x, y) = ~k(X)2-S”Iz-Y12 

where 

(.I’ ) 

-1 
ak(x) =  2--s+-yIz Py, (dy) . 

Since D(R) is continuously differentiable in [RI, Rz] (a fact 
which follows from the existence of the derivative for any 
R E [Rl, R2]), we have limk Sk = .? > 0, where g is the 
parameter in the parametric representation of 

id(x,y) =  
dPx F 

dpx  x' pp  (x' ')' 

Using a standard argument involving truncation of integrals 
and the fact that Yk + Y in distribution one can see that 

l im ak(xk) = h(x) = 
k-cc 

2-+-Y1" pr;(dy) 

(/ 

-1 

for any x E lR and any sequence xk + x. Thus we also have 
for all x, y E lf# and all sequences XI; + x, that 

logak(~k,y) =  l%ak(xk) - Sklxk - Y12 

+ log G(x) - 812 - y12 
= log&(x, y) 

as k + co. This implies that log ak(X, Yk) -+ log 6(X, Y) in 
distribution by [l, Theorem 5.51, and thus we also have 

var(log 6(x, 3)) = ii& var(log ak(x, Yk)) = 0. 
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Thus log 6(x, y) = i for Px p a.e. But by a previous Proof of Corollary 1: The corollary is straightforwardly 
argument PX x P+. is absolutely continuous with respect to obtained by combining Wyner’s proof of the source-channel 
P x,p, implying transmission theorem for a Gaussian source in [14] with 

our Theorem 1. The point is that the result holds for any 

qx, y) = 2a for Px x Pp a.e. (x, y). source for which there exists a sequence of quantizers Qi 
(n = 1,2, . . .) such that r(Qn) + R, the codewords satisfy 

This gives 2 ’ = 1, a  contradiction, since & > RI > 0. 
the power constraint 

Thus we have shown that a(R) is bounded away from zero gEyn llQn(xn)l12 5  nd 
in [RI, &I. 

We  conclude that there exist constants eI, e2, and e3 such 
for some d < co, and for which we have 

that a(Qn) I D(dQn)) + Oh”-). 

for all R E [RI, Rx]. 
Combining (17) and (19) with the derived bounds on the 

the probabilities in (20) we can conclude that 

$El]Xn - Q(Xn)J12 5 D(R) + u  + A + e-2”“+2 
6  

+ -pu2/(2Cz) Cl 
ufi ̂ 

+ -,-“U”/(2&) Cl 

ufi 
(28) 

The sketch of the argument separating the source and channel 
coding is as follows. 

Let R, 2 C and consider an n-dimensional quantizer Qn 
with rate R(Q,) 5 R, and 

max llQn(~n)112 L  nd. XnERn 
Since the source produces one sample per channel symbol, 
the channel code will have N, = 2nRn codewords of length 
n. Denoting the codevectors of Qn by (1~1,. .. , ye,}, the 
channel decoder maps n-blocks of the channel output symbols 
into {Yl,.“,YN, }. Letting Xn be the output of the channel 
decoder we can write 

;EllXn - Xn/12 5 ;EllXn - Qn(Xn)l12 

holds for all u  > 0, all positive integers n, and all R E 
[RI, Rz], where A is a  constant. The asymptotically optimal 
choice of u  is, of course, u = dw, where C4 = 

+/m) ‘. (29) 

(log e) max(C2, &2}. W ith this u we conclude that for any Now let 
R E [RI, Rz] there exists a quantizer Q whose rate is bounded Pk!! = ,<gx, P@ # yil Q(X”) = Y;>. 
as n 

Then we have 

EllQn(X”) - Y@(12 2 PcJx4dn 

since 
and whose distortion satisfies: There exists a constant C’s such 
that for all n  _> 1 ygx 11~; - yjl12 5  4dn. 

$Xn - Q(X”)]12 5 D(R) + C5 

By a result of Gallager [5, Problem 5.231 (see also [13]) for 
all R, 5 C there exists an n-length channel code of rate R, 
such that 

Finally, we replace R by R, = R - dm in the 
above bound and assume that n is large enough to ensure that 
l/w 5 6, f or a  given S > 0. We  then use a first- 
order Taylor expansion of D(R) around R and the fact that 
the derivative of D(R) is bounded in [RI, R2]. This proves 
for any R E [RI + 6, R2], there exists a quantizer Q of rate 
r(Q) 2 R such that 

A(Q) I D(R) + B 
log n  
- n 

where LY = See2 + 2(ln J)2, J being the size of the channel 
output alphabet. Choosing R, = C - Ja(ln 2)(log n/n) we 
obtain 

;EllXn - +(I2 5 c. (30) 

Since by Theorem 1 there exists a sequence Qn with rate 
r(Qn) 5 R, satisfying 

WQn) - D(C) = O(&ii+) 

and 
for some constant B. Now renaming RI + 6 as RI (and 
repeating the same argument) we obtain the claim of the llQ,(xn)lj2 2 n2EIXr12 for all xn E 0;s” 

theorem. 0 the corollary follows from (29) and (30). 0  
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Proof of Corollary 2: To prove the corollary we combine 
a result on the cost of universality in universal quantization 
with Theorem 1. In [9] it was proved that for any k > 8, 
t > 2/(&4), and R > 0 there exists a sequence of quantizers 
with rate T(&~) = R + O((log n/n)(l12)-‘) such that for any 
memoryless real source Xi, X2, . with ElXi Ik < 00 

A(G) - D,(R) = 0  
((kq~)~ 

Since D,(R) - D(R) = 0( dw) (by Theorem 1) for 
sources considered here, the claim of the corollary follows. 0 

IV. CONCLUSION 

We have investigated upper bounds on the cost of finite 
blocklength in block quantization of real sources of unbounded 
support. We  obtained an 0(,/m) bound on the distortion 
redundancy D,(R) - D(R) for squared distortion and showed 
that the same bound is achievable when the source is transmit- 
ted through a memoryless channel of capacity C > R. We note 
here that it is suggestive that for at least a  smaller class of real 
memoryless sources an O(log n/n) upper (and possibly lower) 
bound might be obtainable for the distortion redundancy. 
This is supported by Pile’s O(logn/n) upper bound [12] for 
finite alphabet memoryless sources, by Wyner’s O(logn/n) 
bound for Gaussian sources, and by a heuristic high-rate 
quantization argument concerning the so-called “coefficient of 
quantization” [6]. 

As we noted in Section II, Theorem 1 can be extended to 
single-letter distortion measures of the form 

where p is a strictly convex nonnegative function with p(O) = 
0. For this extension we require that p  satisfy (1) and the 
following inequality (meant to replace the triangle inequality): 

p(x + Y) I w(x) +  W(Y) for all 5, Y 2  0  (31) 

for some constant c. 
To see why this extension is possible we note that Lemma 

1 (Csiszar) holds for even more general distortion measures, 
and that Lemma 2 (Wyner) straightforwardly extends to this 
case (for these two lemmas to hold neither (1) nor (31) are 

needed). To prove Lemma 4 (with p() . I) replacing 1. 12) we need 
only use (1) to show the existence of the & satisfying (10). 
The proof of Theorem 1 is virtually unchanged, except that 
(31) is used to replace the triangle inequality where needed. 
Note that Corollary 1 can be extended in the same manner. 
Unfortunately, however, we could not prove that the rth- 
power distortion satisfies the centroid condition (l), although 
it clearly satisfies (31) with c = 2+l. 
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