using the process with hidden states in [3]. The capacity may be estimated to be $H \approx H(10)-H(9)=0.4682$.

## VII. Conclusion

New bounds on the capacity of constrained 2-D codes were derived. The bounds are based on the transfer matrix of superset and subset sources, respectively. The bounds are expressed in terms of capacities of bands and cylinders, which may be determined using wellknown one-dimensional results. Two upper and a lower bound applicable to any finite-order constraint were presented. One of the upper bounds was applied to three second-order constraints, improving previous upper bounds. The lower bound was applied to one of these constraints, improving previous results based on transfer matrices.

## References

[1] J. Justesen and Y. Shtarkov, "The combinatorial entropy of images," Probl. Pered. Inform., vol. 33, no. 1, pp. 3-11, 1997. (In Russian).
[2] S. Friedland, "On the entropy of $Z^{d}$ subshifts of finite type," Linear Alg. Appl., vol. 252, pp. 199-220, 1997.
[3] S. Forchhammer and J. Justesen, "Entropy bounds for constrained twodimensional random fields," IEEE Trans. Inform. Theory, vol. 45, pp. 118-127, Jan. 1999.
[4] C. E. Shannon, "A mathematical theory of communication," Bell Syst. Tech. J., vol. 27, pp. 379-423, July 1948.
[5] N. J. Calkin and H. S. Wilf, "The number of independent sets in a grid graph," SIAM J. Discr. Math., vol. 11, no. 1, pp. 54-60, Feb. 1998.
[6] R. Burton and J. E. Steif, "Non-uniqueness of measures of maximal entropy for subshifts of finite type," Ergod. Theory Dynam. Syst., vol. 14, pp. 213-235, 1994.
[7] W. Weeks IV and R. E. Blahut, "The capacity and coding gain of certain checkerboard codes," IEEE Trans. Inform. Theory, vol. 44, pp. 1193-1203, May 1998.

## Partial Characterization of the Positive Capacity Region of Two-Dimensional Asymmetric Run Length Constrained Channels
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[^0]where $N_{m, n}^{\left(d_{1}, k_{1}, d_{2}, k_{2}\right)}$ denotes the number of $\left(d_{1}, k_{1}, d_{2}, k_{2}\right)$-constrained $m \times n$ binary patterns. We determine whether the capacity is positive or is zero, for many choices of $\left(d_{1}, k_{1}, d_{2}, k_{2}\right)$.

Index Terms—Capacity, constraints, magnetic, optical recording, run length coding.

## I. INTRODUCTION

Run length constraints derive from digital storage applications [7]. For nonnegative integers $d$ and $k$, a binary sequence is said to satisfy a one-dimensional $(d, k)$-constraint if every run of zeros has length at least $d$ and at most $k$ (if two ones are adjacent in the sequence we say that a run of zeros of length zero is between them). A two-dimensional binary pattern arranged in an $m \times n$ rectangle is said to be ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constrained if it satisfies a one-dimensional $\left(d_{1}, k_{1}\right)$-constraint horizontally and a one-dimensional $\left(d_{2}, k_{2}\right)$-constraint vertically. The two-dimensional ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-capacity is defined as

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}}=\lim _{m, n \rightarrow \infty} \frac{\log _{2} N_{m, n}^{\left(d_{1}, k_{1}, d_{2}, k_{2}\right)}}{m n}
$$

where $N_{m, n}^{\left(d_{1}, k_{1}, d_{2}, k_{2}\right)}$ denotes the number of $m \times n$ rectangles that are $\left(d_{1}, k_{1}, d_{2}, k_{2}\right)$-constrained. If $d=d_{1}=d_{2}$ and $k=k_{1}=$ $k_{2}$ (this is called the symmetric constraint) then the two-dimensional ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-capacity is called the two-dimensional ( $d, k$ )-capacity, and is denoted by $C_{d, k}$. Two-dimensional run length constraints have recently become a focus of increased study [1], [2], [4]-[7], [9], [15], [16], [21]. A proof was given in [9] that shows the two-dimensional $(d, k)$-capacities exist, and essentially the same proof shows that the $C_{d_{1}, k_{1}, d_{2}, k_{2}}$ exist.
The two-dimensional asymmetric positive capacity region is the set

$$
\left\{\left(d_{1}, k_{1}, d_{2}, k_{2}\right): C_{d_{1}, k_{1}, d_{2}, k_{2}}>0\right\} .
$$

It is of interest to determine the exact values of the capacities of the various two-dimensional constraints in the positive capacity region, or at least to find good approximations or bounds. A more basic question, however, is to determine which constraints actually lie in the positive capacity region and which do not. We provide here a partial answer to this question.
The exact value of the capacity $C_{d_{1}, k_{1}, d_{2}, k_{2}}$ has been unknown for all but a few cases. In fact, in all cases when the capacity has been known exactly, its value has been zero and the constraints have been symmetric. The first exactly known two-dimensional capacity was shown in [1] to be $C_{1,2}=0$ and a complete characterization of which ( $d, k$ ) integer pairs yield positive capacities for symmetric constraints was given in [9] and is stated as the proposition below.

Proposition 1: $\quad C_{d, k}>0$ if and only if $k-d \geq 2$ or $(d, k)=(0,1)$.
Fairly tight upper and lower bounds on the value of $C_{0,1}$ were given in [2], improved in [6], [12], and extended to three-dimensional run length constraints in [12]. In [15], an encoding procedure for the symmetric two-dimensional $(0,1)$-constrained channel was given whose coding rating comes incredibly close to the capacity $C_{0,1}$. For other positive two-dimensional $(d, k)$-capacities various bounds were given in [9], [16], and approximations were given in [21]. Asymmetric two-dimensional ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constraints were studied in [4], which discussed mergings and the Hamming distances between ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constrained rectangles. Codes for certain other types of constraints in two dimensions were studied in [3], [6], [10], [11], [13], [14], [17]-[21].


Fig. 1. Zero and positive capacities for the symmetric two-dimensional $(d, k)$ constraints.

In the present correspondence we determine whether or not the twodimensional capacity is positive, for a large set of asymmetric constraints ( $d_{1}, k_{1}, d_{2}, k_{2}$ ). The cases where we determine the asymmetric capacity to be zero (i.e., Theorem 1 part i) and part ii(B)a)) add to the collection of exactly known capacities. We do not, however, determine the exact capacity for any constraints yielding positive capacity. This remains an open problem.

The main results are summarized in Theorem 1. It is interesting to note that for the symmetric constraint (i.e., when $d_{1}=d_{2}$ and $k_{1}=$ $k_{2}$ ), the capacity is zero whenever $d$ and $k$ are positive and differ by one, whereas for many asymmetric constraints the capacity is positive when the horizontal constraints or the vertical constraints differ by one (e.g., Theorem 1 part $\mathrm{ii}(\mathrm{B}) \mathrm{b})$ ). However, in the asymmetric case if, for example, $k_{1}=d_{1}+1 \leq d_{2}$ then the capacity is zero (by Theorem 1 part i)). The present knowledge of the positive capacity region is shown in Figs. 1 and 2.

The capacity $C_{d_{1}, k_{1}, d_{2}, k_{2}}$ is symmetric with respect to exchanging horizontal and vertical constraints, and as $d_{1}$ or $d_{2}$ decreases and $k_{1}$ or $k_{2}$ increases the ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constraint allows more valid patterns. Hence, the definition of the ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constraint implies monotonicities of the capacity in each variable. These facts are stated in the following two lemmas.

Lemma 1: $\quad C_{d_{1}, k_{1}, d_{2}, k_{2}}=C_{d_{2}, k_{2}, d_{1}, k_{1}}$ for all $d_{1}, k_{1}, d_{2}$, and $k_{2}$.
Lemma 2: $C_{d_{1}, k_{1}, d_{2}, k_{2}} \leq C_{\hat{d}_{1}, \hat{k}_{1}, \hat{d}_{2}, \hat{k}_{2}}$ whenever $\hat{d}_{1} \leq d_{1} \leq$ $k_{1} \leq \hat{k}_{1}$ and $\hat{d}_{2} \leq d_{2} \leq k_{2} \leq \hat{k}_{2}$.

The following lemma provides a useful technique for establishing that certain capacities are positive.

Lemma 3: Let $A$ and $B$ be $m \times n$ matrices such that $m \geq k_{2}$ and $n \geq$ $k_{1}$. Let $A B$ denote the horizontal concatenation (an $m \times 2 n$ matrix) and let $A / B$ denote the vertical concatenation (a $2 m \times n$ matrix) of $A$ and $B$, respectively. If $A$ and $B$ are distinct binary $\left(d_{1}, k_{1}, d_{2}, k_{2}\right)$-constrained matrices such that $A A, A B, B A, B B, A / A, A / B, B / A$, and $B / B$ all satisfy the ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constraint, then

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}} \geq \frac{1}{m n}
$$

Proof: Let $m^{\prime}$ and $n^{\prime}$ be divisible by $m$ and $n$, respectively. Any $m^{\prime} \times n^{\prime}$ rectangle can be tiled by $m \times n$ rectangles. If $A$ and $B$ satisfy the conditions of the lemma, then the $m^{\prime} \times n^{\prime}$ rectangle is ( $d_{1}, k_{1}, d_{2}, k_{2}$ )-constrained whenever each $m \times n$ rectangle is
either $A$ or $B$. Thus $N_{m^{\prime}, n^{\prime}}^{\left(d_{1}, k_{1}, d_{2}, k_{2}\right)} \geq 2^{\left(m^{\prime} / m\right)\left(n^{\prime} / n\right)}$ and, therefore, $C_{d_{1}, k_{1}, d_{2}, k_{2}} \geq 1 /(m n)$.

## II. Main Results

Theorem 1: Let $d_{1}, k_{1}, d_{2}$, and $k_{2}$ be nonnegative integers such that $d_{1} \leq k_{1}$ and $d_{2} \leq k_{2}$. Let $d=\min \left(d_{1}, d_{2}\right), D=\max \left(d_{1}, d_{2}\right)$, $k=\min \left(k_{1}, k_{2}\right), K=\max \left(k_{1}, k_{2}\right), \delta=k-D$, and $\Delta=K-d$. Then the following partially characterizes the positive capacity region of two-dimensional run length constrained channels.
i) If $\delta \leq 0$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}=0$.
ii) If $\delta=1$ then
(A) If $d=0$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$
(B) If $d \geq 1$ then
a) If $\Delta \leq 1$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}=0$.
b) If $\Delta>d_{1}=d_{2}$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$.
c) If $\Delta \geq 3$ and $d=1$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$.
iii) If $\delta \geq 2$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$.

The theorem above reveals whether the capacity is zero or positive for many but not all possible four-tuples $\left(d_{1}, k_{1}, d_{2}, k_{2}\right)$. The only case that is presently not completely characterized in Theorem 1 is part iiB), namely, when $\delta=1, d \geq 1$, and $\Delta \geq 2$. In part $\mathrm{ii}(\mathrm{B}) \mathrm{b})$, it is unknown whether the capacity is positive or zero if $d_{1} \neq d_{2}$, for example. If $\delta=1, d=1$, and $\Delta=2$, the only capacities that need be considered are $C_{1,2,1,3}$ and $C_{1,3,2,3}$. But $C_{1,2,1,3}>0$ from part ii(B)b). Thus if we were able to show that $C_{1,3,2,3}>0$ then we could replace $\Delta \geq 3$ by $\Delta \geq 2$ in part $\mathrm{ii}(\mathrm{B}) \mathrm{c})$. However, computer simulation suggests, but does not prove, that perhaps $C_{1,3,2,3}=0$. This remains an open question.

## Proof:

i) Assume without loss of generality that $d_{1} \leq d_{2}$. Then $d_{1} \leq$ $k_{1} \leq d_{2} \leq k_{2}$ since $\max \left(d_{1}, d_{2}\right) \geq \min \left(k_{1}, k_{2}\right)$ from $\delta \leq 0$. Therefore, it suffices to show that $C_{d_{1}, k_{1}, d_{2}, k_{2}}=0$ for $d_{2}=k_{1}$ since Lemma 2 implies

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}} \leq C_{d_{1}, k_{1}, k_{1}, k_{2}}, \quad d_{2}>k_{1}
$$

Any $\left(d_{1}, k_{1}, k_{1}, k_{2}\right)$-constrained $\left(k_{1}+1\right) \times\left(k_{1}+1\right)$ square must have at least one 1 in each row and at most one 1 in each column, and thus must contain exactly one 1 in each row and column. Thus if $n, m>k_{1}$ then a ( $d_{1}, k_{1}, k_{1}, k_{2}$ )-constrained $m \times n$ rectangle is determined by any $\left(k_{1}+1\right) \times\left(k_{1}+1\right)$ square in it. Therefore, the number of ( $d_{1}, k_{1}, k_{1}, k_{2}$ )-constrained $m \times n$ rectangles is bounded as $N_{m, n}^{\left(d_{1}, k_{1}, k_{1}, k_{2}\right)} \leq\left(k_{1}+1\right)$ ! and thus

$$
C_{d_{1}, k_{1}, k_{1}, k_{2}} \leq \lim _{m, n \rightarrow \infty} \frac{\log _{2}\left(k_{1}+1\right)!}{m n}=0 .
$$

iiA) Assume without loss of generality $d_{1}=0$, and thus $d_{2}=$ $k-\delta=k-1$. Either $k_{1}=k$ and $k_{2}=K$ or else $k_{1}=K$ and $k_{2}=k$. Using Lemma 2, we have

$$
C_{0, k, k-1, K} \geq C_{0, k, k-1, k}
$$

and

$$
C_{0, K, k-1, k} \geq C_{0, k, k-1, k}
$$

and thus $C_{d_{1}, k_{1}, d_{2}, k_{2}} \geq C_{0, k, k-1, k}$. We show that

$$
C_{0, k, k-1, k}>0
$$



Fig. 2. Zero, positive, and unknown capacities of asymmetric run length constrained channels. These follow from Proposition 1 and Theorem 1. Two unknown capacities indicated by $\left({ }^{*}\right)$ would be zero if Conjecture 1 holds. (We assume $0 \leq d_{i}<k_{i} \leq \infty$ for $i=1,2$ and $d_{1} \leq d_{2}$.)
for every $k \geq 1$. Let $A$ and $B$ be binary $k(k+1) \times(k+1)$ matrices defined as

where $I_{k}$ is the $k \times k$ identity matrix, $\boldsymbol{e}_{j}$ is a $k \times 1$ column vector in which the $j$ th element from the top is 1 and the other elements are 0 , and 0 is the zero column vector. Then the two matrices $A$ and $B$ satisfy the conditions of Lemma 3, and thus for every $k \geq 1$

$$
C_{0, k, k-1, k} \geq \frac{1}{k(k+1)^{2}} .
$$

ii(B)a) Since $\delta \leq \Delta$ and $\delta=1$, we have $\Delta=1$. Together with $d \leq D<k \leq K$, this implies that $d=D$ and $k=K=$ $d+1$, and thus $d_{1}=d_{2}=d<k_{1}=k_{2}=d+1$. But $C_{d, d+1}=0$ for $d \geq 1$ by Proposition 1 .
ii(B)b) Since $d=d_{1}=d_{2}$, assume without loss of generality that $k_{1}=k$. We have $k=d+1($ since $\delta=1)$ and $K>2 d$ (since $\Delta>d$ ), and, therefore,

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}}=C_{d, d+1, d, K} \geq C_{d, d+1, d, 2 d+1}
$$

(using Lemma 2). Thus it suffices to prove

$$
C_{d, d+1, d, 2 d+1}>0
$$

for $d \geq 1$. Define $A$ and $B$ as the two distinct $3(d+1) \times$ $(2 d+3)$ matrices shown in Fig. 3, where $I_{j}$ is the $j \times j$ identity matrix and $0^{j}$ denotes $j$ horizontal or vertical consecutive 0 s . Then $A$ and $B$ satisfy the conditions of Lemma 3 , giving

$$
C_{d, d+1, d, 2 d+1} \geq \frac{1}{3(d+1)(2 d+3)}
$$

ii(B)c) We have $k=\delta+D \geq \delta+d=1+1=2$ and $K=$ $\Delta+d \geq 3+1=4$. Assume without loss of generality $d_{1}=d=1$ and $d_{2}=D=k-\delta=k-1$.

If $k=2$ then $D=d_{2}=1$ and, therefore,

$$
C_{1, K, 1,2}=C_{1,2,1, K} \geq C_{1,2,1,3}>0
$$

for $K \geq 4$ by Lemma 2 and part ii(B)b) of this theorem.
If $k=3$ then either $k_{1}=3$ and $k_{2}=K$ or else $k_{1}=K$ and $k_{2}=3$. But $C_{1,3,2, K} \geq C_{1,3,2,4}$ and $C_{1, K, 2,3} \geq$ $C_{1,4,2,3}$ for $K \geq 4$ by Lemma 2. Therefore, it suffices to show that $C_{1,3,2,4}>0$ and $C_{1,4,2,3}>0$. To prove $C_{1,3,2,4}>0$, define $A$ and $B$ as the binary $21 \times 7$ matrices shown in Fig. 4. It can be verified that $A$ and $B$ satisfy the


Fig. 3. Two distinct binary $3(d+1) \times(2 d+3)$ matrices $A$ and $B$ for the proof of Theorem 1 part ii(B)b) that are $(d, d+1, d, 2 d+1)$-constrained for $d \geq 1$. $I_{j}$ is the $j \times j$ identity matrix and $0^{j}$ is $j$ horizontal or vertical consecutive 0 s. All tilings of the plane with $A$ and $B$ are also $(d, d+1, d, 2 d+1)$-constrained for $d \geq 1$.
conditions of Lemma 3 with $d_{1}=1, k_{1}=3, d_{2}=2$, and $k_{2}=4$. Thus $C_{1,3,2,4} \geq 1 / 147$. To prove $C_{1,4,2,3}>0$, define $A$ and $B$ as the binary $16 \times 12$ matrices shown in Fig. 5. Then $A$ and $B$ satisfy the conditions of Lemma 3, giving $C_{1,4,2,3} \geq 1 / 192$.

If $k \geq 4$ then either $k_{1}=k$ and $k_{2}=K$ or else $k_{1}=K$ and $k_{2}=k$. Therefore, since $C_{1, k, k-1, K} \geq C_{1, k, k-1, k}$ and $C_{1, K, k-1, k} \geq C_{1, k, k-1, k}$ (by Lemma 2) it suffices to prove

$$
C_{1, k, k-1, k}>0
$$

for every $k \geq 4$. Define $A$ and $B$ as the binary $(2 k+1) \times$ $(k+1)$ matrices shown in Fig. 6 for $k \geq 4$. The matrices $A$ and $B$ satisfy the conditions of Lemma 3, implying for all $k \geq 4$ that

$$
C_{1, k, k-1, k} \geq \frac{1}{(2 k+1)(k+1)}
$$

iii) $\quad$ Since $\delta \geq 2$ implies $D \leq k-2$, we have

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}} \geq C_{D, k, D, k} \geq C_{k-2, k, k-2, k}>0
$$

using Lemma 2 for the first two inequalities and Proposition 1 for the third inequality.

The following corollary states some interesting special cases resulting from Theorem 1.

Corollary 1: Let $d_{1}, k_{1}, d_{2}$, and $k_{2}$ be nonnegative integers such that $d_{1} \leq k_{1}$, and $d_{2} \leq k_{2}$. Let $d=\min \left(d_{1}, d_{2}\right), D=\max \left(d_{1}, d_{2}\right)$, $k=\min \left(k_{1}, k_{2}\right), K=\max \left(k_{1}, k_{2}\right), \delta=k-D$ and $\Delta=K-d$. Then
i) $C_{d_{1}, k_{1}, d_{2}, k_{2}}=0$ whenever $d_{1}=k_{1}$ or $d_{2}=k_{2}$.
ii) $C_{d, d+1, d, 2 d+1}>0$ for all $d \geq 0$.
iii) $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$ whenever $D<\min (k, K / 2)$.
iv) Let $k_{1}>0$ and $d_{2}<k_{2}$. Then $C_{0, k_{1}, d_{2}, k_{2}}=0$ if and only if $k_{1} \leq d_{2}$.
v) Let $k_{1} \geq 4$ and $d_{2}<k_{2}$. Then $C_{1, k_{1}, d_{2}, k_{2}}=0$ if and only if $k_{1} \leq d_{2}$.
Proof:
i) This follows from Theorem 1 part i) since $\delta \leq k_{1}-d_{1}$ and $\delta \leq k_{2}-d_{2}$.


Fig. 4. Two distinct $21 \times 7$ binary $(1,3,2,4)$-constrained matrices $A$ and $B$ used to prove Theorem 1 part $\mathrm{ii}(\mathrm{B}) \mathrm{c})$ with Lemma 3. All tilings of the plane with $A$ and $B$ are also $(1,3,2,4)$-constrained. Note that $A$ and $B$ do not differ below the 12 th row nor outside of the 5 th and 6 th columns.


Fig. 5. Two distinct binary $16 \times 12$ matrices $A$ and $B$ for the proof of Theorem 1 part ii(B)c) that are (1,4,2,3)-constrained. All tilings of the plane with $A$ and $B$ are also $(1,4,2,3)$-constrained. Note that $A$ and $B$ differ only in the two bits located in the fourth and fifth rows of the second column.


Fig. 6. Two distinct binary $(2 k+1) \times(k+1)$ matrices $A$ and $B$ for the proof of Theorem 1 part $\mathrm{ii}(\mathrm{B}) \mathrm{c})$ for $k \geq 4$ that are $(1, k, k-1, k)$-constrained. $I_{k-2}$ is the $(k-2) \times(k-2)$ identity matrix and $O$ is the zero matrix of appropriate size. All tilings of the plane with $A$ and $B$ are also $(1, k, k-1, k)$-constrained for $k \geq 4$. Note that $A$ and $B$ differ only in two bit locations.
ii) This follows from Proposition 1 for $d=0$ and from Theorem 1 part $\mathrm{ii}(\mathrm{B}) \mathrm{b})$ for $d \geq 1$.
iii) If $D<\min (k, K / 2)$ then $\delta \geq 1$ and $K>2 D$. If $\delta>1$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$ by Theorem 1 part iii). If $\delta=1$ and $d=0$ then $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$ by Theorem 1 part iiA). So assume $\delta=1$ and $d \geq 1$.

$$
\text { If } d=D \text { then }
$$

$$
\Delta=K-d>2 D-d=d
$$

and thus $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$ by Theorem 1 part $\left.\mathrm{ii}(\mathrm{B}) \mathrm{b}\right)$.

$$
\text { If } 1=d<D \text { then }
$$

$$
\Delta=K-d>2 D-d \geq 4-1=3
$$

and, therefore, $C_{d_{1}, k_{1}, d_{2}, k_{2}}>0$ by Theorem 1 part ii(B)c).
If $2 \leq d<D$ then

$$
\Delta-D>\Delta-d=K-2 d>K-2 D>0
$$

which implies $\Delta>D$, and, therefore,

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}} \geq C_{D, k_{1}, D, k_{2}}>0
$$

by Lemma 1 and Theorem 1 part ii(B)b).
iv) Taking $d_{1}=0$ in Theorem 1 gives $\min \left(k_{1}, k_{2}\right)=\delta+d_{2}$. Therefore, if $k_{1} \leq d_{2}$ then $\delta=k-d_{2} \leq k_{1}-d_{2} \leq 0$. Thus $C_{0, k_{1}, d_{2}, k_{2}}=0$ by Theorem 1 part i). If $k_{1}>d_{2}$ then $\delta=k-d_{2}>0$. Thus $C_{0, k_{1}, d_{2}, k_{2}}>0$ by Theorem 1 part iiA) and part iii).
v) The "if" direction follows from part iv) of this corollary and Lemma 2. To establish the "only if" direction suppose that $k_{1}>$ $d_{2}$. Then in Theorem 1 , we have $\delta \geq 1, \Delta \geq 3$, and $d=1$ and, therefore, $C_{1, k_{1}, d_{2}, k_{2}}>0$ by Theorem 1 part ii(B)c) and part iii).

## III. A Conjecture

We now state a conjecture for which we presently do not have a proof, although computer simulations suggest its plausibility.

Conjecture 1: $\quad C_{d, d+1, d, 2 d}=0$ whenever $d \geq 0$.
Conjecture 1 holds for $d=0$ by Corollary 1 part i) and holds for $d=1$ by Proposition 1. In contrast, note that $C_{d, d+2, d, 2 d}>0$ for every $d \geq 1$. This follows since $C_{1,3,1,2}>0$ by Theorem 1 part ii(B)b) and since $C_{d, d+2, d, 2 d} \geq C_{d, d+2}>0$ for $d \geq 2$ (by Lemma 2 using $2 d \geq d+2$, and by Proposition 1). If Conjecture 1 holds then it would imply that

$$
C_{d_{1}, k_{1}, d_{2}, k_{2}}=0 \quad \text { whenever } \delta=1, \quad d \geq 0, \text { and } \Delta \leq d_{1}=d_{2}
$$

Thus it would characterize with Theorem 1, part ii(B)b) the positive capacity region for $k=d+1$ and $d_{1}=d_{2}$ as

$$
C_{d, K, d, d+1}=C_{d, d+1, d, K}=0, \quad \text { if and only if } K \leq 2 d
$$

Also, if Conjecture 1 holds then (using Lemma 2) $C_{d_{1}, k_{1}, d, d+1}=0$ whenever $d \leq d_{1} \leq k_{1} \leq 2 d$, and also $C_{d, d+1, d_{2}, k_{2}}=0$ whenever $d \leq d_{2} \leq k_{2} \leq 2 d$.

Figs. 1 and 2 summarize the zero and nonzero capacities given by Proposition 1, Theorem 1, and Corollary 1, assuming $d_{1} \leq d_{2}, d_{1}<$ $k_{1}, d_{2}<k_{2}$.
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[^0]:    Abstract-A binary sequence satisfies a one-dimensional ( $d, k$ ) run length constraint if every run of zeros has length at least $d$ and at most $k$. A two-dimensional binary pattern is $\left(d_{1}, k_{1}, d_{2}, k_{2}\right)$-constrained if it satisfies the one-dimensional ( $d_{1}, k_{1}$ ) run length constraint horizontally and the one-dimensional $\left(d_{2}, k_{2}\right)$ run length constraint vertically. For given $d_{1}, k_{1}, d_{2}$, and $k_{2}$, the asymmetric two-dimensional capacity is defined as

    $$
    C_{d_{1}, k_{1}, d_{2}, k_{2}}=\lim _{m, n \rightarrow \infty}(1 /(m n)) \log _{2} N_{m, n}^{\left(d_{1}, k_{1}, d_{2}, k_{2}\right)}
    $$
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