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Abstract - We consider lattice tree-codes based on 
a latt ice A having a finite trellis diagram T .  Such 
codes are easy  to encode and benefit f rom the struc- 
ture of A. Sequential decoding of lattice tree-codes 
is studied, and the corresponding Fano metric is de- 
rived. A n  upper bound on the running time of the se- 
quential decoding algorithm is established, and found 
to resemble the Pareto distribution. O u r  bound indi- 
cates that t h e  order of label groups in T plays an im- 
portant role in  determining the complexity of sequen- 
tial  decoding. Furthermore, it is proved that lattice 
tree-codes of arbitrari ly high rate, based on A and T ,  
can be sequentially decoded wi th  the same complex- 
ity, and without a n y  possibility of buffer overflow. 

I. INTRODUCTION 
Although Viterbi decoding of lattice codes is optimal, its com- 
putational complexity grows exponentially as a function of 
the coding gain [5]. This result motivates the development of 
sub-optimal trellis decoding algorithms for lattice codes that 
remain efficient for large trellises. 

One such algorithm is sequential decoding. It is arguably 
the most well-known sub-optimal trellis decoding algorithm. 
Historically, it has been studied for decoding convolutional 
codes, and has an older history than maximum likelihood de- 
coding [3]. The success of sequential decoding for convolu- 
tional codes, both in theoretical and practical terms, and the 
growing applications of lattice codes in communications mo- 
tivate a similar study for lattice codes. Such a study is the 
subject of this work. 

We demonstrate that sequential decoding is a computation- 
ally efficient near-optimal technique for decoding lattice codes. 
Furthermore, in contrast to convolutional codes, there is no 
possibility of buffer overflow in sequential decoding of lattices. 

11. FANO METRIC FOR LATTICE CODES 

In 1963, Fano [I] heuristically postulated a metric for sequen- 
tial decoding of convolutional codes. Massey [4] later proved 
that this metric is, in fact, the correct criterion for this pur- 
pose. This metric is now known as the Fano metric. 

Herein, we use the argument of Massey [4] to derive the op- 
timal Fano metric for sequential decoding of Euclidean codes. 
We then introduce lattice tree-codes. These codes are easy 
to encode and are suitable for sequential decoding purposes. 
Moreover, they benefit complexity-wise from the structure of 
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the defining lattice. We derive an appropriate sequential de- 
coding metric for these codes. 

111. RUNNING TIME ANALYSIS 
We analyze the running time of the sequential decoding algo- 
rithm for lattice tree-codes. An analog of Pareto’s distribution 
is obtained, which upper bounds the expected running time 
of the proposed algorithm. 

We demonstrate that the label group complexity plays an 
important role in the sequential decoding of lattice codes. 
Since the label group complexity is known to grow at most 
linearly in terms of the coding gain, sequential decoding of- 
fers an attractive alternative to Viterbi decoding of lattice 
codes. This is somewhat analogous to the case of convolu- 
tional codes. It is well known that Viterbi decoding of con- 
volutional codes with large constraint length has exponential 
complexity. Nevertheless, sequential decoding has been suc- 
cessfully implemented in practice. 

IV. PERFORMANCE ANALYSIS AND DISCUSSION 
It is known that the performance of a sequential decoder at 
high SNR is essentially identical to that of maximum likeli- 
hood decoding. This is proved for convolutional codes in [2] 
and can be easily generalized to lattice codes. Simulation re- 
sults also indicate that this is indeed the case when sequential 
decoding is applied to the trellis diagram of lattices. 

We point out that the family of Barnes-Wall lattices, whose 
trellises can be constructed from tensor products, are attrac- 
tive for sequential decoding purposes. The higher-dimensional 
members of this family, however, are not attractive for trellis- 
based maximum-likelihood decoding, as their asymptotic trel- 
lis complexity grows without bound [5]. 

An interesting difference between sequential decoding of 
lattices and that of convolutional codes is that there is no 
possibility of buffer overflow in the former case. This is due to 
the finiteness of the trellis in this case, and could make lattice 
tree-codes attractive for some applications. 
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