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Abstract

A product channel code is proposed to protect pro-
gressively compressed and packetized image data that
1s transmitted across noisy channels. Across packets,
the product code is composed of Reed-Solomon codes.
Within packets, the product code uses the concatena-
tion of a rate compatible punctured convolutional code
and an error detecting parity check code. The benefits
include flexibility in terms of delay, the ability to eas-
ily adapt the level of protection based on importance
(i.e., unequal error protection), and scalable decoding
complexity. The system outperforms the best known
image coders for memoryless channels and performs
well on fading channels.

1. Introduction

Numerous elaborate attempts have been made in
the past decade to protect transmitted images from
the effects of channel noise. The best known image
coders tend to behave very poorly in the presence
of channel noise, often because of the finite-state na-
ture of the compression algorithms. In contrast, sub-
optimal image coders are often very robust to chan-
nel noise. In [1], an implementable system was de-
scribed for protecting the successful Embedded Ze-
rotree Wavelet coding algorithm from channel noise.
It was demonstrated that performance exceeding that
of previous coders could be achieved while maintaining
the progressive nature of the image coder. However,
the system was designed exclusively for use on a mem-
oryless channel.

In the present paper, we extend the work in [1] to
the case of a fading channel. We do so by using a
channel coding system which is specifically designed
for use with packetized output data from one of the
best wavelet based algorithms known. In addition to
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working well on a fading channel, the system turns
out to actually improve upon the performance in [1]
for the memoryless case as well.

The main idea is to break the image coder bit stream
into packets, encode it with the same concatenated
channel coder used in [1], and then to add a Reed-
Solomon code across the packets. Thus it provides
a second layer of protection and is specifically suited
to the progressive wavelet based algorithms, since no
fixed interleaver delay is needed. If, for example, ev-
ery bit in a packet (i.e., a row in the product code) is
corrupted after row decoding because of a short term
error burst, this shows up as a single symbol erasure
in each column and can easily be corrected by the col-
umn Reed-Solomon codes. The proposed system is
described below, and numerical results are presented
afterwards showing its effectiveness.

2. A Product Channel Code

A product code is often described as a two-dimen-
sional code constructed by encoding a rectangular ar-
ray of information digits with one code along rows and
with another code along columns [2]. In the product
code used here, the row code is a concatenated code
consisting of an outer cyclic redundancy code (CRC)
and an inner rate-compatible punctured convolutional
(RCPC) code while the column code is a systematic
shortened and/or punctured Reed-Solomon (RS) code.
The structure of the product code is depicted in Fig-
ure 1. Note that the RCPC codes used for the rows
are not systematic, and the symbols for the RS codes
are constructed from consecutive information bits of a
row prior to encoding with the RCPC/CRC code.

The RCPC/CRC concatenated code allows substan-
tial flexibility in choosing the code rate and block
length of the rows. The row codes are decoded us-
ing the list-Viterbi algorithm which selects the trellis
path with the best metric, that also satisfies the CRC
check, from a ranked list of candidates. The correct
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Figure 1: Schematic diagram of RCPC/CRC and RS
product code.

path is typically among the first few top candidates so
a long search is rarely necessary. Also a sequential ver-
sion of the algorithm can reduce computational com-
plexity by only searching for the next best path after
higher ranking candidates have failed. More thorough
discussions of the list-Viterbi decoding algorithm and
applications can be found in [1, 3], and recent appli-
cations of list-based decoding to turbo codes can be
found in [4].

An important property utilized by the product code
is that the CRC provides a high probability indication
of the decoding success or failure. The decoding fail-
ures in the row codes are treated as erasures when de-
coding the column RS codes. Since the column codes
typically only need to correct erasures, the computa-
tional complexity is reduced and twice as many in-
correct rows can be recovered compared to a decoder
without error detection on the rows. The Galois field
of the RS code symbols should be chosen as large as
possible to reduce the number of columns in a block
and to give the most flexibility in choosing the block
lengths via shortening and/or puncturing. The RS
codes are in systematic format with information sym-
bols transmitted first, so the final rows of the prod-
uct codeword will be the RCPC/CRC encoded parity
symbols of the RS column codes.

There is no requirement that the rows be consecu-
tive in the bit stream, and, in fact, spreading out the
rows is important for good performance over fading
channels. Of course, another design goal is to mini-
mize delay in order to achieve rapid improvement in
image quality, and this will provide some constraints
to limit the duration of the code. A useful feature of
this particular product code is that decoding columns
is unnecessary unless a decoding failure is detected in
a row code. Therefore, the decoded bits from a row

can be used immediately if no decoding failure is de-
tected in the row, eliminating the delay cost when the
channel is clear.

The product code is well suited for burst errors
since entire rows can easily be recovered. This prop-
erty is important since even a single bit error in a
packet of data from the embedded zerotree algorithms
usually renders the entire packet (and also the pack-
ets to follow) useless. The product channel code also
performs excellently over memoryless channels like the
additive white Gaussian noise (AWGN) or binary sym-
metric (BSC) channels. This observation is an addi-
tional side benefit.

We illustrate the effectiveness of this code by way
of an example on a BSC. The source and channel
were selected to allow comparison with the results
from [1] and consist of the progressive zerotree wavelet
coder with arithmetic coding by Said and Pearlman
(SPIHT) [5] transmitted over a BSC with error rate
0.1. The total block length of the column RS codes
with symbols from GF(256) was limited to 20 symbols
to limit the decoding delay, and the source bit stream
was protected uniformly by selecting the combination
of RCPC/CRC and RS code rates which gave equiv-
alent probability of error results as the RCPC/ CRC
code in [1]. Also the path search depth of the list-
Viterbi algorithm was limited to 100 as in [1], but
we note that a search depth of 10 will provide al-
most all the performance gain of list decoding. Un-
der these conditions, the same probability of decoding
error can be achieved with an overall channel coding
rate of 0.295 for the product code versus a rate of 0.257
for the RCPC/CRC code alone. Therefore, nearly 15
percent more rate is available for source coding for a
given overall transmission rate. This results in a gain
in decoded image quality of about 0.5 dB in PSNR.
The decoded PSNR values for the Lena image as a
function of rate for these codes are shown in Figure 2
along with the noiseless channel results for the source
coder without any channel coding for comparison.

Several modifications are possible to tune the prop-
erties of the code. In general, more efficient codes can
be created using longer RS codes (i.e., more rows) at
the expense of more delay required to correct row de-
coding failures. Also, some improvement in error per-
formance can be obtained at the expense of complexity
by using an iterative decoding algorithm (e.g., turbo
decoding). Finally, while the above results for the BSC
use hard decision decoding, soft decisions could easily
be incorporated into the decoding process giving im-
proved performance.
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Figure 2: Comparison of code performance for the
512x512 image ’Lena’ over a BSC with BER=0.1.

3. Fading Channels

While the performance of the product code is good
over memoryless channels, one of its most important
features is its suitability for fading channels which
arise in wireless applications. A typical approach to
error control for fading channels is to introduce a bit
interleaver which spreads out adjacent bits by the in-
terleaver depth before transmission over the channel.
The goal is to produce an effective channel, after the
de-interleaver, which is almost memoryless and then
to use conventional error control coding (e.g., convo-
lutional codes) to deal with the errors. One problem
with this approach is that an interleaver of depth n
introduces a delay on the order of n2, and this de-
lay is constant regardless of the channel conditions.
Any delay impacts the performance of the progressive
coder because the goal is to improve quality (PSNR)
as rapidly as possible and delay shifts the PSNR vs.
rate curve to the right, lowering the PSNR for a given
rate. As mentioned earlier there is no significant delay
with the product code unless there is a row decoding
failure. In that case, the delay depends on the num-
ber of bits that must be received before the necessary
number of RS check symbols are available (i.e., equal
to the number of erased rows).

Simulations of BPSK transmission over a flat-fading
Rayleigh channel were performed using Jakes’ method
[6] to model the channel. With this model, the channel
is characterized by two parameters - the average SNR,
which characterizes the average bit error rate, and the
normalized Doppler spread (i.e., the Doppler spread

normalized by the data rate), which characterizes how
quickly the channel changes over time. The results
presented are for a channel with average SNR of 10
dB and a normalized Doppler spread of 10~ which is
near the low end of many typical applications. An ex-
ample leading to a normalized Doppler value of 10>
would include a data rate of 500 Kbits/sec transmit-
ted at 900 MHz to/from a mobile traveling at about 4
miles/hour (e.g., a person walking). The average fade
duration is dependent on the fade margin which char-
acterizes the amount that the SNR can be reduced
before communication becomes unreliable. For exam-
ple, with the parameters mentioned above, the average
duration of a fade with a channel bit error rate exceed-
ing 0.1 is on the order of 12000 bits while the average
duration of a fade with a channel bit error rate exceed-
ing 0.01 is on the order of 24000 bits. The strength
of the RCPC/CRC channel codes in this case will de-
termine the channel error rate which can be handled
and thus the fade margin. Normalized Doppler values
lower than 10~° result in fade durations that include
such a large portion of the bits that the channel is
either good or bad for almost the entire image trans-
mission - a situation better combatted using spatial
diversity, frequency diversity, etc.

The results presented in Figure 2 for the BSC es-
sentially had a single decoded PSNR value at each
rate (despite being an “average” value) for each of the
two codes since the probability of decoding failure was
so low. However, when examining the performance of
a code after transmission over a noisy channel, it is
often insufficient to consider only the mean decoded
PSNR, especially for time-varying channels. Instead,
a distribution of decoded PSNR values for each rate
of interest is more appropriate since it shows the vari-
ability of the decoded image quality. A realistic per-
formance measure should include some combination of
the expected PSNR and a measure of the variability,
although the best relative weighting is probably viewer
and application dependent.

Therefore performance results for the fading chan-
nel will be presented using a cumulative distribution
of decoded PSNR values at a particular total trans-
mission rate. In this type of plot, curves with better
performance will generally lie closer to the bottom and
right edges of the plot indicating a higher frequency of
large PSNR values. Note that reported mean PSNR
values are computed by averaging decoded MSE val-
ues and then converting the mean MSE to the corre-
sponding PSNR value rather than averaging the PSNR
values directly.

For the results presented in this section, each of the
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Figure 3: Comparison of code performance for the
512x512 image "Lena’ transmitted over a Rayleigh fad-
ing channel with total rate 0.25 bpp.

codes was constructed from the output of the SPTHT[5]
image coder with arithmetic coding. Each cumulative
distribution curve represents at least 1000 indepen-
dent trials. The 512x512 Lena image was used in each
case and the total rate (including both channel and
source coding) considered was 0.25 bpp. Blocks of
200 information bits were protected by a 16 bit CRC
and encoded by RCPC codes of various rates. For
the product codes, groups of 8 consecutive informa-
tion bits made up the symbol values for the RS codes
over the finite field GF(256). The path search depth
of the list-Viterbi algorithm was limited to 100 paths.

The first set of results shown in Figure 3 compares
the performance of a RCPC/CRC concatenated code
with RCPC rate 1/4, the same code with a convo-
lutional interleaver of depth 80, and a product code
using RCPC rate 1/2, a shortened (16, 10) RS code,
and a row spacing of 4 (i.e., 4 interleaved product
codes). The results show that the bit interleaver does
not really improve the performance since the inter-
leaver depth is small relative to the average fade du-
ration given above. The use of the interleaver does re-
duce the tail of the distribution slightly, but the peak
PSNR is also reduced due to the interleaver delay so
the mean is only improved by 0.014 dB. The product
code performs much better than either of the other two
codes giving both a higher peak PSNR and a lower tail
which results in an improvement in peak PSNR of 1.2
dB and in mean PSNR of 1.6 dB.

As with the BSC, limiting the path search depth of
the list-Viterbi algorithm to 10 paths makes very little
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Figure 4: Comparison of code performance with differ-
ent trellis search depths for the 512x512 image 'Lena’
transmitted over a Rayleigh fading channel with total
rate 0.25 bpp.

difference in the distribution of decoded PSNR values
for either the RCPC/CRC-only code or the product
code on the fading channel. For the channel condi-
tions described above, changing the path search depth
from 100 to 10 results in almost no difference in the
PSNR distributions. Figure 4 shows cumulative distri-
butions for the RCPC/CRC code without interleaving
and the product code shown in Figure 3 with trellis
search depths 10 and 100 paths. Clearly, the distri-
butions for each code are nearly identical using either
10 or 100 paths. In fact, limiting the search depth to
10 paths may slightly benefit the product code perfor-
mance because searching deep in the list of candidate
trellis paths increases the likelihood of mistakenly se-
lecting an incorrect path which is worse for column
decoding than simply declaring an erasure.

4. Unequal Error Protection

The results presented in the previous sections were
for channel protection applied uniformly to the source
coder output. However, the bits do not have equal im-
portance in determining the final decoded PSNR. For
progressive image coders like Shapiro’s EZW [7] and
Said and Pearlman’s SPIHT [5] algorithms, the im-
portance of the bits roughly decreases monotonically
throughout the bit stream. A better rate-distortion
tradeoff can be achieved by tailoring the channel pro-
tection based on the importance (i.e., unequal error
protection).

Due to the use of variable length and adaptive arith-



metic coding in the source coder, uncorrected channel
errors lead to loss of synchronization at the decoder.
Therefore, the decoder must stop decoding at the first
detected but uncorrected error. This situation leads to
the long flat tail in the distributions shown in Figure
3 where the minimum decoded PSNR value of 14.53
dB represents the case where the first packet was lost
and only the image mean was used for reconstruction.

The code structure allows several ways to imple-
ment an unequal error protection (UEP) scheme in-
cluding: varying the rate of the row RCPC/CRC code,
varying the rate of the column RS code, or including
important information rows in multiple product codes.
For the channel conditions and codes used in Figure
3, the best approach for reducing the long tail of the
distribution is probably to include the initial informa-
tion packets in additional product codes. The reason
is that additional RCPC coding may still have prob-
lems correcting the errors associated with a deep fade,
and simply increasing the redundancy of the column
codes may not allow tailoring the additional protec-
tion to the importance as accurately (i.e., the rows
in a given product code can have a large variation in
importance, especially at the beginning).

Results for two UEP schemes as well as the product
code from Figure 3 are shown in Figure 5. Both UEP
schemes were constructed by protecting the first two
information packets with an additional shortened (4,
2) RS column code and transmitting the parity rows
after half of all packets had been sent. In addition,
the first 10 information packets were protected by a
shortened (20, 10) RS column code with the parity
rows sent as the final 10 packets of the image. The
difference between the two was in the other coding
parameters where UEP scheme 1 used RCPC rate 2/3,
a shortened (15, 8) RS code, and row spacing of 4; and
where UEP scheme 2 used RCPC rate 1/2, a shortened
(16, 10) RS code, and row spacing of 4.

As can be seen in Figure 5, both UEP schemes
greatly reduce the tail of the distribution which is re-
flected in the increased mean values with gains of 0.9
dB and 1.6 dB compared with the uniform product
code. The fact that the mean for UEP 2 is greater
than for UEP 1 comes at the expense of decreased
peak (and typical) PSNR, which makes it difficult to
judge which of the two is preferable and illustrates the
point that mean PSNR may not always be the best
metric.

5. Conclusion

A product channel code has been proposed for use
in progressive image transmission over memoryless and
fading channels. Simulation results have been pro-
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Figure 5: Comparison of code performance for the
512x512 image "Lena’ transmitted over a Rayleigh fad-
ing channel with total rate 0.25 bpp.

vided to demonstrate that it performs well for these
channels. The code structure offers flexibility in choos-
ing parameters which control decoding delay, unequal
error protection, and decoding complexity. Also, on
good channels there is no added decoding delay, in
contrast to using an interleaver.
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