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Abstract — The problem of fixed-rate block quantiz-
ation of an unbounded real memoryless source is stud-
jed. It is proved that if the source has a finite sixth
moment, then there exists a sequence of quantizers
Q. of increasing dimension n and fixed rate R such
that the mean squared distortion A(Q.) is bounded
as A(Qn) = D(R) + O(y/logn/n), where D(R) is the
distortion-rate function of the source. Applications of
this result include the evaluation of the distortion re-
dundancy of fixed-rate universal quantizers, and the
generalization to the non-Gaussian case of a result of
Wyner on the transmission of a quantized Gaussian
source over a memoryless channel.

Shannon’s source coding theorem with a fidelity criterion [1]
showed that by increasing the blocklength n of a lossy source
code, it is possible to have the mean squared error approach the
distortion-rate lower bound arbitrarily closely. Pilc [3] showed
that for finite alphabet sources the convergence of the mean
squared error to the distortion-rate function occurs at a rate
O(log n/n). It has recently been shown [2] that for bounded
real memoryless sources and squared distortion this conver-
gence occurs at a rate O(1/log n/n) This result was used in
[2] to analyze the performance of a certain universal quantiz-
ation scheme. On the other hand, the assumption of bounded
support is sometimes a severe restriction in signal quantiza-
tion, especially since some of the most popular source models
have unbounded support, such as the Laplacian. The conver-
gence rate results mentioned above also assume that binary
information is transmitted across a lossless channel. In the
present paper we eliminate the bounded support requirement
and also consider transmission across a noisy channel. In ad-
dition we are able to obtain a rate of convergence result for
universal lossy source coding.

Theorem 1 Let X1,Xa,... be a real i.i.d. source with
E|X\|> = Ma and E|X,|® < 00. Let 0 < Ry < R; and assume
that D(R;) > 0. Then for any R € [Ri1, Ry] there exists an
n-dimensional quantizer Qn with rate r(Qn} < R such that

A(@n) < D(R) + B[ %2,

for all n > 1, where the constant B depends only on Ry, Ry,
and the source distribution. Furthermore, the quantizers sat-
isfy

2
21Qn < 2M,.
Jnax — IIQ()II <2M>
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In [4] Wyner proved that Da(R) — D(R) = O(logn/n)
for memoryless Gaussian sources, and in [5] showed that
Da(R) — D(R) = O(y/logn/n) for any correlated Gaussian
source with a sufficiently well-bebaved spectral density. Re-
cently Zamir and Feder [6] showed that a O(logn/n) con-

- vergence rate is achievable for correlated Gaussian sources

by means of a variable rate coding scheme using subtractive

dither.

Corollary 1 Suppose we are given a real memoryless source
X1, Xa,... with distortion-rate function D(R), satisfying
E|X|® < oo, and a discrete memoryless channel of capacity
C, accepting one input per source output. Then there exists a
source-channel coding scheme with delay n, such that denoting
by X1, Xs,.. ., Xn the channel decoder output, we have

“E (Z X - )“(.-12) <D(C)+0 (\/1—"—5—" ) :

Corollary 2 For any R > 0, k > 8, and e > 2/(k — 4) there
exists a sequence of universal quantizers {Qn} such that

’"(th) -R=0 ((loin)(lh)—e) |

|k

and for any memoryless real source with E|X1|" < oo

A(Qn) = D(R) =0 ((loin)(lh)_€> |
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