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ABSTRACT

Two results are given. First, using a result of Csiszdr, the
asymptotic (i.e., high resolution/low distortion) -performance for
entropy constrained tessellating vector quantization, heuristically
derived by Gersho, is proven for all sources with finite differen-
tial entropy. This implies, using Gersho’s Conjecture and Zador’s
formula, that tessellating vector quantizers are asymptotically op-
timal for this broad class of sources, and generalizes a rigorous
result of Gish and Pierce from the scalar to vector case. Second,
the asymptotic performance is established for Zamir and Feder’s
randomized lattice quantization. With the only assumption that
the source has finite differential entropy, it is proven that the low
distortion performance of the Zamir-Feder universal vector quan-
tizer is asymptotically the same as that of the deterministic lattice
quantizer. '
SUMMARY

Let Q’j\, denote an N-level k-dimensional vector quantizer, and
let X* be the k-dimensional random vector with density f and dif-
ferential entropy A(f) to be quantized. Let the rth power. quanti-
zation distortion be defined in the usual way,

Do(Qh(X*)) = — QN (XM

where |- ||. denotes- the Euclidian norm, and:r > 0. Denote the
Shannon-entropy of Q% by H(Q%), and for H.> 0 let -

o(H,k,r) = inf inf DAQ%(X*Y), (1)
N H(QY(X¥))<H
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the distortion of an optimal k-dimensional vector quantizer with
entropy H. Gersho [2] heuristicly derived the asymptotic perfor-
mance of quantizers given by the tessellation of R¥ by a convex
polytope P. He found that if stp denotes the tesselating quan-
tizer with rth power distortion d, then

Iim d?hII(Qd P —
dam0

=1(P) 2k, (2)

where {(P) is the normalized rth moment of P. We prove (2)
in great generality. Our Thecrem 1 establishes the asymptotic
entropy constrained performance of lattice quantizers without any
smoothness or compact support condition on the density.” Thus the
often quoted formula

log 12D5( QA)] = h(f), (3)

lxm [ (Qa)+ =
on the asymptotxcs of uniform quantizers is'proved for all densities
such that @a has finite Shannon entropy for some step size’ A, and
h{f) < o0, strengthening Gish and Pierce’s result.

Ziv [4] introduced a randomized (“dithered”) quantization
scheme for scalar random variables which was extended by Za-
mir and Feder [3] for lattice vector quantizers. ,

We prove in Theorem 2 that for a large class of densities the
asymptotic performance of the randomized lattice quantizer and
the asymptotic performance of the ordinary lattice quautlzex are
the same.
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Theorem 1 If |h(f)| < co and H(QL p(X*)) < oo for some d >
0, then
lim d2%¥¥(Q4p) = |(P)2ER), (4)
d—0

Furthermore, if Zador’s formula holds for f, I(P) = C(k,r), and

Gersho’s conjecture holds, then

I DG(H(QZ,P)rk7'r)
11

=1
d—0 d ’ ()

i.e., the quantizer QZ,P 1§ asymptotically optimal.

A standard technique using the vector Shannon lower bound
on the kth order rate-distortion function Rx(d) then gives for mean
squared distortion

. 1 1

hrcrll SEP[EH(QZ,P) — Re(d)] < 3 log 2wel( P). (6)
The condition for (6) to hold is that E||X*||> < oo, |A(f)| < oo,
and H(Qd p(X*)) < oo for some d > 0.

Theorem 2 Suppose the conditions of Theorem 1 hold. Then the
rate H(Q’jvv) of the randomized lattice quantizer with basic cell V
and rth power distortion d satisfies

lim d288(Q8v) = vy 2%, (1)
d=0

i.e., the asymptotic performance of the randomized lattice quan-
tizer is the same as the asymptotic performance of the ordinary
(non-randomized) lattice quantizer given by (4).

Corollary 1 Forr =2, |h(f)] < oo, and E||X*|* < oo,

lim sup = H(Qd v) = Ri(d) < :21- log 2xel(V). (8)
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