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Abstract — A fixed rate universal lossy source cod-
ing scheme s introduced for i.i.d. sources. It is shown
that as the sample size n grows the per letter distor-
tion ebtained using this universal quantizer converges
to Shannon's distortion-rate function D(R) in expecta-
tion at a rate O(log n/n) for finite alphabet sources and
0(y/log n/n) both in expectation and almost surely for
bounded real valued sources.

I, INTRODUCTION

Much is known about lossless universal source coding, while
much less is known about its lossy counterparl in terms ol
performance bounds. Fixed rate universal lossy source coders
for abstract alphabets were first shown to exist by Ziv [1] and
later pursued by other researchers. Nearly all of the known
results have been existence proofs or algorithm descriptions.
For the lossless case and for i.i.d. or finite-memory sources
exact lower bounds are known of the form clogn/n for the
rate redundancy, and these bounds are achievable (see e.g.
[2] or [3]). Very little is known, however, about how fast the
average distortion converges to D(R).

The only known results on rates of convergence for lossy
universal codes appear in [4] and [5]. In [4], Yu and Speed
give a variable-rate universal lossy coding scheme for finite al-
phabet i.i.d, sources that has a convergence rate of O(log n/n)
for the expected codelength provided certain techmical condi-
tions are satisfied. In [5], Ziv’s fixed-rate scheme, universal
over the class of infinite alphabet stationary sources, is shown
to converge almost surely at a rate of O(y/loglog n/logn) on
iid, inputs,

In the present paper we introduce a new fixed-rate lossy
source coding algorithm that is universal over the the class
of Lid.

sources. The average distortion in our scheme is

shown to converge to D(R) at a rate of O(logn/n) for fi-
nite alphabet sources (in expectation) and O(y/logn/n) for
real-valued bounded sources (both in expectation and almost
surely). For the infinite alphabet case the distortion criterion
is in the mean square sense, while in the finite alphabet case
the distortion function is not constrained. By restricting the
class of sources we are able to obtain a much faster rate of con-
vergence than in [5]. The main advantages of our new scheme
is that it is fixed-rate and has a fast rate of convergence for
both finite and infinite alphabet sources.

I1. RESULTS

Let A and B be the finite source and reproduction alpha-

bets respectively, and suppose that a single letter distortion
measure d : A x B — [0, dmax] is given.
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Theorem 1 For all R > 0 there erists a sequence of codes
{9n)nz1 of fized rate at most R, such that for any i.i.d source

{Xn)} on A with D(R) > 0,

%Ed(.\'{'.yu(.\',"n < D(R)+|D'(R)|(|A|+1/2+0(1)) (Iagn)

n

Theorem 2 For any R > 0 there erisls a sequence of codes
{9n )%, of fired rate at most R, such that for any i.i.d, real
source (X, ) of bounded support with D(R) > 0,

log n

1 ’ T

—E||XT — ga(XT)I* < D(R)+ ¢
n n

for some ¢ depending on R and the source distribution. For
a given rate R, the constant ¢ is uniformly upper bounded for
the class of i.i.d. sources of the same bounded support,

In fact, more is true. The following theorem says that the
O(+/log n/n) rate of convergence also holds for the sample

distortion with probability one.

Theorem 3 For any R > 0 there erists a sequence of codes
{gn)oxy of fizxed rate at most R, such that for any i.t.d, real
source (X} of bounded support with D(R) > 0,

Lixe —oxP) - DRy =0 [ (/18"
n n

almost surely.
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