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Abstract

We present a wavelet-based progressive image coding
system that allows the specification of regions of inter-
est to alter the spatial allocation of future transmitted
bits. When used in an interactive mode with feedback,
the viewer, after seeing a low resolution version of the
image, can instruct the encoder to concentrate more ef-
fort on coding regions of interest. When operating in
independent mode, the encoder can select regions of in-
terest based on automatic feature recognition algorithms
or offline human selection. The algorithm is flexible
enough to adapt to changes of interest during encod-
ng.

1 Introduction

In many image coding applications it is important that
the receiver be able to periodically reconstruct succes-
sively refined versions of a transmitted image, in real-
time, as more bits arrive from the transmitter. Very
elegant “embedded” coders exist which provide contin-
ual improvements in the decoded image with each new
bit [1, 2]. These “bit progressive” systems allow the
viewer to obtain a basic understanding of the trans-
mitted image quickly (e.g. typically at rates as low as
0.05 bits/pixel). Obtaining high resolution in any par-
ticular part of the image takes many more bits. How-
ever, in certain applications it is beneficial to quickly
view a small portion of the image in high detail. For
example, based on a low resolution reproduction of an
image using a relatively small number of received bits,
the viewer might choose to focus attention on one or
more interesting features that are recognized in the im-
age, e.g. human faces, written words, other scenery, or
perhaps military targets. The potential applications
include both video and still image transmission.

The proposed algorithm can be applied in an in-
teractive mode where the viewer can provide feedback
and an independent mode where the regions of interest
are selected by the encoder based on feature recogni-
tion algorithms or human selection. In order to mo-
tivate the interactive mode, suppose a user wishes to

inspect a 1024 x 1024 pixel grey level image by down-
loading it over the Internet. During a heavily congested
time period, a user might receive on average only hun-
dreds of bytes per second. At a transmission rate of
say 300 bytes per second, it would take more than 7
minutes to transmit the image at a resolution of 1.0
bits/pixel. The user might only need to see a high
resolution reproduction of one small portion of the im-
age, before being able to stop transmission and move
on to inspecting other transmitted images. If a small
feedback signal (e.g. via a mouse click) could instruct
the transmitter to concentrate on one area of interest,
the decision to terminate transmission could be made
much sooner. Meanwhile, the independent mode could
be used in video conferencing where the background
is usually less important for the viewer than the face
of the other person. The region of interest could be
selected using some kind of feature extractor as in [3].

The proposed algorithm builds upon the wavelet-
based algorithm of Said and Pearlman [2] (an enhance-
ment of Shapiro’s EZW algorithm [1]) and maintains its
progressive (and embedded) property while adding the
capability of a spatially adaptive allocation of bits. The
bit allocation is based on a general importance func-
tion which defines the relative interest of the viewer to
the various parts of the image. The algorithm is flexi-
ble enough to allow arbitrary changes of “importance”
during transmission.

2 Wavelet-based coders

Wavelet transforms provide good spatial and frequency
localization that make them very suitable for image
processing and compression. Shapiro [1] introduced an
embedded coding algorithm based on the concept of ze-
rotrees which takes advantage of dependencies between
wavelet coefficients at different scales corresponding to
the same spatial locations. This method was further
improved by Said and Pearlman [2]. Both algorithms
avoid explicitly transmitting the location of significant
coefficients (i.e. those whose magnitude is above the
current threshold); instead the significance map can be



determined by the outcome of comparisons. In the SP
algorithm the coefficients are stored on two different
lists, one with significant pixels and one with insignifi-
cant pixels, which are processed in two distinct passes.
The encoder and decoder build identical copies of these
lists based on the comparison results. In the sorting
pass the insignificant pixels are compared to the cur-
rent threshold value and are moved to the other list if
found significant. Their descendants are checked in the
same way. In the refinement pass the values of the sig-
nificant pixels are further refined to the next bitplane.
Since these algorithms transmit the most significant in-
formation first, they can stop at any point resulting in
an approximation of the image at that rate. The ad-
vantage of the encoding is that the target bit rate need
not be known ahead of time to design any part of the
coder. Of course, low bit rate images are of perceptu-
ally poor quality but usually better than the results of
DCT based techniques of equal rate.

3 Region Masking

The goal of region masking is to achieve improved per-
ceptual quality in “important” regions (perhaps at the
expense of reduced quality in other less important lo-
cations) while maintaining the bit rate. One possible
solution based on scalar quantization of the coefficients
is to use finer quantization in the preferred regions as
in [3]. A technique for emphasizing certain predefined
regions offline using the EZW algorithm was given in
[4].

Here we propose a modification of the SP algorithm
that idles those coefficients that do not correspond di-
rectly to the specified regions. Thus for a few sorting
and refinement passes all the bandwidth is assigned to
the important areas. For proper communication, both
the encoder and the decoder must maintain the same
set of active coefficients. The proposed method only
requires communication of the region description; ev-
erything else is computed locally.

To characterize the relative importance of each pixel
location in an image, we define an importance function
i that assigns a value 0 < i(z,y) < 1 to each pixel (z,y)
in the spatial domain, such that its sum over the pixels
in the image is 1 (i.e. 7 is a probability mass function).
Larger values of i(z,y) are used to indicate that higher
resolution is desired for pixel (z,y). Starting with a
uniform importance function, its value is updated each
time a change in preference occurs.

In the SP algorithm, the quantization and coding
occurs in the wavelet domain, and hence it is neces-
sary to convert the spatial domain importance descrip-
tion into a bit resolution description for each coordinate

(u,v) in the wavelet domain. We define a mapping I,
that assigns to each pair (u,v) in the wavelet domain,
a number 0 < I(u,v) < 1. The mapping I is derived
deterministically from the mapping ;. As an example,
for a given (u,v) the value of I(u,v) might be chosen
to be the average value of i(z,y) taken over the set of
all pixels (z,y) in the spatial domain, that are mapped
to (u,v) via the wavelet transform. Due to the na-
ture of the subband decomposition each subband will
contain coefficient(s) corresponding to the selected re-
gion(s). Since the SP algorithm does not allocate bits
uniformly to each wavelet coefficient, the relative im-
portance of the pixels is not matched exactly by the
relative transmission rate assigned to them.

To relate the notion of “importance” to wavelet
domain resolution, we delay the processing of wavelet
domain pixels associated with unimportant regions in
the SP algorithm (i.e. no bits are spent coding the
delayed pixels). We introduce a non-negative integer
valued inactivity counter Sy, (u,v) which indicates the
number of sorting and refinement passes to wait, af-
ter the n?* iteration, before resuming processing of
the wavelet domain pixel (u,v) in the SP algorithm.
Initially we set S,(u,v) = 0 for all (u,v), and after
the nth sorting/ refinement pass, we perform the up-
date Spy1(u,v) = Sp(u,v) — 1 provided S,, # 0. If
the importance function i has changed during the n*?
sorting/refinement pass, the values of S, (u,v) are re-
computed. For a newly updated importance function
in the inactivity counter is set to Sn(u,v) = [K *
(maz(y, ) I(w,2) — I(u,v))] where K is a design pa-
rameter. Note that this computation can be done by
the encoder and decoder independently since they both
use the same importance function at any point of the
algorithm. The value of K determines the amount of
emphasis given to the selected region.

If the importance function changes during encod-
ing, that new information must be provided to the de-
coder. The importance information needs to be placed
in the bit stream carefully to avoid confusion with im-
age data. Two methods of integrating the importance
and image data are to place the importance data in
the bit stream spaced by a fixed number of image bits
or at fixed points in the processing such as the end
of a sorting or refinement pass. The encoder can use
1 bit at each such point to indicate whether the next
n bytes contain control information or more image in-
formation. In the case where a change is prompted by
feedback from the decoder, the control information can
simply be an acknowledgement of the request. It is im-
portant that the encoder does not start to use the new
importance function before that control information is
sent to the decoder to keep the two consistent.
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Figure 1: The PSNR comparison between the SP algorithm and the algorithm with region selection for (a) the entire image,

(b) for the region selected in the mid-right section.

4 Simulation Results

In this simulation we assumed the following situation:
someone is downloading an image and during transmis-
sion can select regions using a mouse. A single mouse
click is translated into adding a two dimensional Gaus-
sian lobe centered at the mouse click to the importance
function. Since the natural synchronization points (end
of sorting/refinement pass) are spaced farther apart in
the bit stream as the algorithm progresses, we chose to
use synchronization points after a predetermined num-
ber of information bits for faster feedback.

Figure 2 shows 3 snapshots of both the SP algo-
rithm and of the SP algorithm with region selection.
The images obtained with the SP algorithm are shown
in the left column (images (a), (¢) and (e)). The re-
gion in the mid-right part of the image was selected
at a bit rate of 0.5 bpp. It can be seen on images (a)
and (b) that shortly after the selection (at 0.11 bpp)
the head in the selected region is recognizable with the
region selection, while still blurry on the other image.
The next pair of images shows the situation at 0.23 bpp
shortly after the region around the girl in the middle
is selected. Finally the last pair shows the result at
1 bpp. The real difference between the two images is
the resolution towards the sides of the image. On the
image with the region selection, (f), the sides are still
a little blurry because less bandwidth was allocated to
these parts.

A more quantitative comparison is shown in Figure
1. Part (a) compares the PSNR of the same image
encoded with the SP algorithm and with the regions
selected as described above. The PSNR with the region
selection on the overall image is about 5 dB inferior to
the SP algorithm. But as shown in part (b) for only
the selected region in the mid right section, the PSNR
in that region improves very fast to about 6.3 dB (at
0.1 bpp) over the SP algorithm in that same region.

5 Conclusion

A new region masking technique was presented based
on the Said-Pearlman algorithm that can flexibly ac-
commodate the changes in the regions of preference.
A modification of the original method was proposed
that tries to minimize the overhead information by in-
cluding many of the computations in both the encoder
and decoder based on the information available to both
sides. Simulation results show that perceptual image
quality in the selected regions is very good even at low
bit rates.

Since the algorithm does not require any kind of
modification of encoding parameters, it can be used
on images already compressed by the SP algorithm.
In this case, the algorithm rearranges the bits so that
information about the preferred regions is sent first.
The final image quality is identical to that achieved by
the SP algorithm with essentially the same bit rate (i.e.
very small overhead is necessary to specify regions).
However the quality in the selected regions improves
more rapidly.
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Figure 2: The sequence of images at different rates with the SP algorithm (left) and with region selection (right), (a)-(b)
0.11 bpp, (c)-(d) 0.23 bpp, (e)-(f) 1 bpp



