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Abstract—In this paper, we explore end-to-endlossdiffer entiation algo-
rithms (LDASs) for usewith congestim-sensitive video transport protocols
for networks with either backboneor last-hop wir elesslinks. As our basic
videotransport protocol, we useUDP in conjunction with a congestia con-
trol mechanism extended with an LDA. For congestim control, we usethe
TCP-Friendly Rate Control (TFRC) algorithm. We extend TFRC to usean
LDA when a connedion usesat leastonewir elesslink in the path between
the senderand receiver. We then evaluate various LDAs under differ ent
wir elessnetwork topologies,competing traffic , and fair nessscenaricsto de-
termine their effectiveness. In addition to evaluating LDAs derived from
previous work, we also proposeand evaluate a new LDA, ZigZag, and a
hybrid LDA, ZBS, that selets amongbaseLD As dependingupon obsened
network conditions.

We evaluate these LDAs via simulation, and find that no single base
algorithm performs well acrossall topologies and competition. However,
the hybrid algorithm performswell acrosstopologiesand competition, and
in some casesexceedsthe performance of the bestbaseLDA for a given
scenatio. All of the LDAs are reasonablyfair when compeing with TCP,
and their fair ness among flows using the sameLDA dependson the net-
work topology. In generd, ZigZ ag and the hybrid algorithm are the fair est
amongall LDAs.

Keywards— wir elessloss, loss differ entiation, congestion control, TCP
frie ndly rate control, video transport protocol

I. INTRODUCTION

In this paperwe explore end-teendlossdifferertiation algo-
rithms(LDAS) for usewith congestion-sensitie videotranspet
protacols for networks with eitherbackbme or last-hopwire-
lesslinks. Videotranspor pratocolscantake advartageof loss
differentiationin two key ways. Thefirst is thewell-known per
formanceoptimization where only congestionlossesareusedas
congsstionsignals,andwirelesslossesdo not restrictthe send-
ing rate[1], [2], [3]. Theseconds to provide usefu feedack
to thevideoencaler For exanple, if wirelesslossesaredom-
nating,the encalercanadjustthe balarce betweerbits devoted
to sourcecodirg (representingthe video) and bits devoted to
chanrel coding (pratecting the sourcecodedbits). The focus
of ourinitial work andthis paperis on exploring andevaluating
end-teendLDAs forimproving transpet protocd perfamance

As our basicvideo transpat protacol, we useUDP in con-
junction with a congestioncontrd mechaism extended with
anLDA. For congestiorcontiol, we usethe TCP-FriendlyRate
Control(TFRC)algaithm [4]. TFRCis anequationbasecd:on-
gestioncontrd algorithmexplicitly desigredfor best-efort uni-
castmultimeda traffic. TFRC estimateghe recentloss evert
rateof a connetion attherecever. Therecever communicates
this lossrate backto the senderwhich adaptsts transmission
rate to the degree of congestionestimatedfrom the lossrate.
To behave in a TCP-friendlymanrer, the sendetadaptsaccord-
ing to an equaion that mocels the TCP respose function in
steady-state— but doessowith significantlylessfluctuation in
the sendingrate than the standardT CP congestioncortrol al-
gorithm. As aresult,streamingapplicatioms canboth smoothly
andfairly reactto congestionoverlongertime periods.

We exterd TFRCto usean LDA whena connetion usesat
leastone wirelesslink in the path betweenthe senderandre-
ceiver. Whena TFRC recever detectslosses,it invokes the
LDA. If the LDA classifiesthe loss asa congestion loss, then
the TFRCreceverincludesit in its calculation of thelossevent
rate. However, if the LDA classifiesit asa wirelessloss,then
the TFRCreceverdoesnotcourt it in thelosseventrate. Note
that,eitherway, alost pacletis notretransmitted

Onegoal of this paperis to evaluateLDAs uncer more real-
istic situations.Previous endto-endapprachedor lossdiffer
entiation[5], [6] wereonly evaluatedunde constraied cond-
tions: a singlewirelessnetwork topdogy, or without ary com-
petingtraffic. As a result,we do notknow how LDAs behae
unde the more realistic situationsof varied wirelessnetwork
topolagies and competing traffic. We evaluatetwo LDAs de-
rivedfrom previouswork. Thefirst is basedupan analgorithm
proposedby Biaz etal. [5] thatusespacletinter-arrival timesto
differentiatelosses.The seconds derived from Tobeet al. [7]
andusegelative oneway trip times(ROTT).

A secondgoal of this paperis to propose and evaluatea
new LDA, ZigZag, aswell as a hybrid algorithm ZBS, that
switchesamory baselL DAs dependinguponobseved network
condtions. The goal of thetwo new LDASs is to achieve high
throughpu with low congestionlosses. To distingtish losses,
ZigZagusesROTT asa function of losscourt. Theinsightbe-
hind ZigZag is that ROTT combired with loss countis more
insensitve to topolagy andcompdition asit exploits the char
acteristicof themultiplicative deceasdinearincreasgMDLI)
congestioncontrd algorithmusedby TFRC. And sincepartic-
ular LDAs arewell-suitedto particularnetwork conditins, the
motivation behird the hybrid ZBS algoiithm is to dynamically
switchamongbasel. DA algorithmsaccoding to obsered net-
work corditions.

To achieve thesegods, we evaluatethesealgorithmsvia sim-
ulationusingns[15]. We studythe performane anddifferen-
tiation accurag of the LDAs undertwo mainwirelessnetwork
topolagies, networks with last-h@ wirelesslinks andnetworks
with wirelessbacklones;the wirelesslast-hoptopolog/ corre-
spond to cellular networks or satellitemodems,andthe wire-
less backonetopolagy correspoadsto high-bandvidth back
bones or wirelessLAN networks suchas80211. We thenstudy
the LDAs undervarious scenariof competimy traffic where
multiple flows usethe sameLDA. We furthe evaluatethe hy-
brid LDA thatcombnesthe individual strengthsof the baseal-
gorithms.

Finally, we evaluatethe fairnessand TCP-friendinessof the
LDAs. SinceanLDA canna differentiatelossesperfedly, it
can obscue the congestionloss signalfor TFRC and causeit
to deviate from the standardl CP congestioncontrd algorithm
usedfor fairnesson the Intemet. To evalude fairnesswe mea-
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surethestandardleviation of throughput amorg flows usingthe
samelLDA, andhave eachof themcompetewith standad TCP
Renothatis freefrom ary wirelessloss.

Baseduponoursimulationresults we find thatnosinglebase
algorithm perfamswell acrossall topolagiesand competition.
At a high level, thowgh, we find that LDAs basedupm paclet
inter-arrival times do not behae well whenthereis competi-
tion for the bottleneckwirelesslink, andareonly suitablefor a
particulartopology andno competition. The LDAs basedupon
ROTT, however, areableto correlatecongestionwith particular
lossesmuchmoreaccuratelyacrossa wide range of scenarios,
althoudh they may have relatively high wirelessmisclassifica-
tion ratesin particuar situations.Finally, the ZBS hybiid algo-
rithm performswell onboththroughpu andfairnessy leverag-
ing the strengthof thebasel DAs.

Therestof this paperis organizedasfollows. Sectionll dis-
cussegelatedwork. Sectionlll descrites previous algorithms
for distinguishimg betweernwirelessand congestionlossesand
introducesZigZag, a nove algoritim for distingushing losses
thatis TCP-friendy andrelatively robustacrosdifferentwire-
lesstopdogies and competimg traffic. SectionslV andV dis-
cussthe performarce metricsand network paranetersusedin
our simulationand evaluaion of the LDAs. SectionsVI, VII
andVIll descrile the simulationresultsin termsof throughp,
network topolagy andtraffic competition, andfairnesandTCP-
friendiness.Section X discussethecompitationalcompexity
andotherimplementéion issuesf theLDAs. Finally, SectionX
summarize andconclules.

Il. RELATED WORK

Therehasbeenconsideable work charactering the bene-
fits of differentiatingwirelesslossesrom corgestionlossedor
TCP conrections,and developing various techniquesfor pre-
venting TCPfrom reactirg to wirelesslossesasif they indicated
congsstion. Exampesof thesetechniqeesinclude splitting TCP
connetionsatthebasestation[1], [3], andlocalretrarsmissions
basedn snogingatthewirelessbasestation[2]. Balakrishnan
etal. [9] evaluata@l a variety of thesetechniaies,demorstrating
thatthey cansubstantiallimprove TCP throudhputandgood-
put.

However, most of theseschemesassumea network where
the wirelesslink is the last hop and changs can be madeat
the wirelessbasestationto accomnodatethe scheme Further
more,mary of theseschemesnale wirelesslossesransparen
to the sendereliminatirg the oppatunity for the senderto ex-
plicitly reactat the applicdion level to wirelesslosseg(e.g.,to
tradeoff sourceandchamel coding). Sincewe areinterestedn
best-efort transpet protacols,more generatopdogies,andnet-
workswherechangscanna bemadeto intermealiatenodes,we
have focusedon endto-endalgorithms for differentiatingand
reactingto congestionandwirelesslosses.

Therehave beerafew studieghathavelookedatthis problem
for TCR. Samaraveeraproposedan end-teendnon-congestion
paclet loss detection(NCPLD) algorithmfor a TCP connec-
tion in a network with a wirelessbackonelink, suchasa low-
bandwdth satellitelink [6]. NCPLD measuresoundtrip time
atthesendelandcompresit to the measued delaywhenthere
is nocongestiorio decidewhetheralossis awirelessor conges-

tion loss. Samaraveerasimulateghealgoithm andshows that,
whena conrectionexpetiencescongestion,NCPLD behaes as
well asTCP whenthe wirelesserrorrateis low, andimproves
throughpu over TCPwhentheerra rateis high. However, NC-
PLD wasonly evaluatel for awirelessbackonetopdogy.

Casettietal. proppsedanendto-endmodificationof the TCP
congestionwindow algoiithm, calledTCPWestwood[10]. TCP
Westwood relies on endto-end bandwdth estimationto dis-
criminatethe causeof paclet loss. It continuausly measures
therate of the conrectionat the TCP sour@ by monitaing the
rateof returring ACKs. The estimateis thenusedto compue
thecongestiorwindow andslow startthreshold aftera conges-
tion episode Throughsimulationandlab implemenation, they
shav that TCP Westwood improves upon the performane of
TCP Renoin wired aswell aswirelessnetworks, andthe im-
provementis mostsignificantin networks with mixedwiredand
wirelesslinks. However, mostof their evaludionsarebasecdn
the wirelesslink beingthe lastlink to the recever. This algo-
rithm s alsohighly dependenbnthe TCP ACKing schemei.e.,
at leastone ACK for every two pacletsrecevved, which often
doesnotexist in a best-efort transprt protocd, e.g.,TFRC.

Biaz andVaidyahave looked at two different apprachesto
end-teendlossdifferertiation for TCP comections.They first
lookedatasetof “loss predctors” baseduponthreedifferert an-
alytic appr@acheso congestionavoidarce thatexplicitly model
conrectionthroughpu andor rourd-trip time (e.g., TCP Vegas)
[11]. Theirresultswerenegdivein thatthesealgaithms,formu
latedto do lossdifferentiationwerepoa predctorsof wireless
loss. In subsegantwork, they proposeda new algorithm that
usespacletinter-arival time to differentiatelosses.Using sim-
ulation, they shaw thatit works very well in a network where
thelasthopis wirelessandis the bottlene& link [5]. However,
they only evaluatedtheiralgoithm whenasingleflow wasusing
thenetwork in isolation. Thisalgorithm anda slightly modfied
version aretwo of thealgoithmsthatwe evaluatein this pager
in moregeneal condtions (Sectionlll-A).

Tobe et al. propase a rate contrd algoithm for UDP flows
thatusesspikesin relative one-way trip time (ROTT) asa con-
gestionsignalingmechanisn{7]. They find that sequenceof
thesespikes, or spike-trairs, are only relatedto corgestion-
relatedlossesandarenot relatedto randbm lossesexemgified
by wirelesslossesThey usethesespike-trainsto classifypaths,
allowing for the useof differentcongestiorcontiol meclanisms
on differentpaths. But they do not useit to differertiate the
causeof eachpacletloss.In this papemwe describea version of
this algoithm (Sectionlll-B) desigred to explicitly differenti-
atebetweercongestionandwirelesslossesandwe evaluateits
perfamance.

I1l. BASE ALGORITHMS

ThethreebasicLDAs with whichwe experimentedarecalled
Biaz, Spike,andZigZag andthey aredescribedn this section.
The hybrid schemewe evaluateds basedon thesethreefunda-
mentalschemesandis introducedin SectionVI. In thefollow-
ing, we usethe termoriginal TFRC or unavare TFRC to refer
to the origind TFRC algorithm which is unaware of wireless
loss,andtreatsevely lossasdueto congestion.We usetheterm
omnisciehn TFRCto referto anideal TFRCimplemenationthat
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haspredse knowledge of the causeof evety pacletloss.

A. Biazscheme

The Biaz schem¢5] usespaclet inter-arrival time to differ-
entiatebetweenlosstypes. As depided in Figure 1, the algo-
rithm works asfollows. Let T),;,, derote the minimum paclet
inter-arrival time obsenedsofar by thereceverduring the con-
nection. Let P; denotethe lastin-sequacepaclet received by
thereceverbefaealosshapenedLet P;,1 dende thefirst
out-d-order paclet receved aftertheloss,wheren is thenum-
ber of pacletslost. Let T; denotethe time betweerthe arrivals
of paclets P; and P;;,,+1. Finally, assumeall pacletsare of
thesamesize. If (n + 1)Tin < T; < (n + 2)Thin, thenthe
n missingpacletsareassumedo be lost dueto wirelesstrans-
missionerras. Otherwisethey areassumedo be lost dueto
congsestion.

The concepthereis that basedon the arrival time of P;, if
P; 41 arrivesright arourd thetime thatit shodd have arrived,
we canassumehe missingpaclets were properly transmitted
andlostto wirelesserrors. If P;y,1 arrives muchearlierthan
it should thenat leastsomepacletsaheadf it (P;11 ... Pitn)
probably were droppedat a buffer, andif it arrivesmuchlater
thanexpectedthenit is likely thatqueung timesatbuffers have
increased.Eitherway, we canattribute the lossto congestion.
TheBiaz schemevorksbestwhenthelastlink is boththewire-
lesslink andthe bottlenek link of the connetion, andis not
sharedby otherconrectionscompeing for thelink.

congestion loss wireless loss congestion loss

| 12 | | Ti/T.

0 n+1 n+2

Fig. 1. Biaz Schame. Heren is the numberof conseditive paclet(s) lost; 7; is
the instantaneaus paclet inter-arrival time of the first paclet recedved after the
10SS;T74r, is the minimum paclet inter-arrival time obsened sofar.

mBiaz: We found expeaimentally that the Biaz schemeof-
ten hashigh congsestion lossin the wirelesslast hop topolagy
(8—12% of throughpu), almosttwice asmuchastheomriscient
TFRC traffic would cause.All otherbasicscheme$ave lower
congsstion lossthanthat of omriscienttraffic, aswill be seen
in SectionVI. Thisis mainly becage Biaz misclassifiesa sig-
nificant numker of congestion lossesas wirelesslosseswhich
preventsthesendimg rateof aflow from beirg redu@dwhenthe
network is over crowded. In this section,we proposea mod-
fied version of Biaz, which we call mBiaz, thatresultsin lower
congstion lossthanthe original. We do this by adjustingthe
threshold asfollows.

Examiring the threshold usedin the Biaz schememore
closely we seethatthelowerthresholdn+1) x T, wouldof-
tenbeattainedf in factthewirelesslink is thelastlink with the
lowestbardwidthandis notshared Thisis becaseT,,;, equals
the time to transmitthe smallestpaclet over the wirelesslink,
andwhenn pacletswerelost dueto wirelesserror, thetime it
takesto transmitthosen pacletsplusthenext correctlyreceved
pacletis atleast(n + 1) X Tyin. It €quds (n+ 1) X Tpyin When
all n + 1 pacletsarebuffered oneafterthe otherat thewireless
link, andpacletsareof the samesize.For T'; to be smallerthan
(n+1) x Tynin in thiscaseof n pacletslostto wirelesserra, the

average sizeof thelostpacletsmustbesmallerthanthesmallest
pacletreceivedsofar, whichbeconesmorerareasthelengthof

theconnetion getslonger. It doesnotoccu in ourexperiments
sinceall pacletsareof the samesize.

On the otherhand the upperlimit (n + 2) x T',;, provides
acushia window for thealgorithm asthe utilization of thelast
wirelesslink cannotbe 100%at all times. Whenever the wire-
lesslink is not 100% utilized, the paclet inter-arrival time is
greaterthanT,,;,. After a wirelesslossof n paclets,the ex-
pectedarrival time of P;, 41 after P; would be greaterthan
(n + 1) % Tppin. With the cushionprovided by the upper win-
dow, the algoiithm couldstill classifythe losscorrectly Since
the pacletinter arrival time is directly relatedto the utilization
of thewirelesslink, the window’s upper limit shouldberelated
to it also:the more thewirelesdink is closeto fully utilized,the
lower the uppe limit shoud be

A velry highupperlimit is notapprgriatebecagecongestio
lossaccuray would be sacrificed. The higher the upper limit,
the morelikely a losswill be classifiedasa wirelessloss,i.e.,
the schemetradesoff highe accurag for classifyingwireless
losswith lower accuacy for congestionloss. Sincethe sendimy
rateis not reducedwhena lossis classifiedas a wirelessloss,
a higher upper limit potentially causeshigher corgestionand
unfaimess. The high congestionloss obsened with the Biaz
schemendicateghattheupperwindow limit of (n + 2) X Tin
is probably too high.

We wantto find a reasonablealuefor the upperlimit given
theassumptia thatthe wirelesslink hasthe lowestbandvidth.
Therearemary reasongor the lowestbandvidth wirelesslink
to notbe 100% utilized: competition somavhereelsein the net-
work canlimit the averageutilization of the wirelesslink (see
SectionVI-C); evenwhenthe wirelesslink is the true bottle-
neckof the path, TCP and TFRC both have to proke the avail-
ablebardwidth andgenerallyarenot ableto maintainconstant
sendingateequalto thebottlenecKink bandvidth.

To deteminethe valueof the upper window limit, we tested
two caseswvhere(a) thewirelesslink is the true bottlereck link
andis abou 100% utilized, and (b) the averageutilization of
thewirelesslink is 86%. We considetthattheseutilizationrates
reasonaly representhe two endsof possiblescenaris, asthe
wirelesslink with thesmallesbandwidh is unlikely to bemud
lessutilized thanthis. The upperwindow limit thatworkswell
in bothcaseshouldalsowork well whentheaverayeutilization
falls in between.Our experimentalresultswith the upper win-
dow limit rangng from [(n + 1.1) ~ (n + 1.8)] * Ty indicate
that[(n +1.2) ~ (n+1.3)] * Tpip, providesagoad tradeof be-
tweenlow congestionloss misclassificatiorand high through-
put in the wirelesslast hop topology (seeSectionV-A). The
Biaz schemes perfomanceis insensitve to the choiceof upper
limit in the wirelessbaclbonetopdogy. Therfore,we choose
(n + 1.25) * T4, in themodifiedBiaz schemégFigure 2).

wireless loss
congestion loss ¢
[ 1 k [
0 n+l n+1.25

Fig. 2. Modified Biaz Scheme

congestion loss

Ti/Tmin
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B. Spilescheme

The Spike schemewvasderived from [7], which differentiated
amongdegreesof corgestionbut did notexplicitly differentiate
wirelesslossfrom congestionloss. The Relatve Oneway Trip
Time (ROTT) is a measureof the time a paclet takesto travel
from thesendeto therecever. Sincethesendingandreceving
times are measuredt the senderand recever separatelythe
absolutevalue of delay is difficult to obtaindue to the clock
skew betweenthe two, thus the name“relative’ The ROTT
is usedto identify the stateof the currert connetion. If the
connetionis in the spile state lossesareassumedo be dueto
congstion; othewise, lossesareassumedo be wireless. The
spike statederivesits namefrom thefactthatplotsof ROTT vs.
time tendto shawv spikesduring periadsof congestion.

max—ROTT congestion loss
Bspikestart-- T g
Bspikeend ---------------------------- A f -----
min_ﬁ/ wireless loss*-......- Time

g.3. Spike Scheme
The spike stateis determlnd as follows. On receip of a

paclet with sequencaenumbe 4, if the connetion is currertly

notin the spike state,andthe ROTT for paclet i exceedsthe
thresholdB;pikestart, thenthealgorithmentes the spike state.
Otherwise|jf the comectionis currenly in the spike state,and
theROTT for pacleti is lessthanasecondhreshdd B pikeend.
thealgorithmleavesthe spike state.Whentherecever detectsa
lossbecaus@®f agapin the sequencaurnberof recevved pack-
ets,it classifieghelosshasednthecurrentstate(seeFigure3).

In [7], the threshdd valuesB pikestart aNd Bgpikeena Were
hardeodedto be (rott,,.;, + 20ms) and(rott,,;, + 5ms), re-
spectvely. For a connetion that rarely experiencesextra de-
lays (compaedto the minimum) lower than5msor higher than
20ms, however, thesethreshdds will make the algoritim min-
imally useful. Instead,thesethreshéds shoulddepei on the
ovenrall network delays.Therefae, we formulatethe threshdds
asfollows: Bspikestart = T0ttmin + @ * (rottmaz — rottmin)

Bspikeend = rottmin + B * (TOttmaw - TOttmin)
whererott,, .. andrott,,;, arethe maximum and minimum
relative onewaytrip time obseredsofar, anda > 3.

To usetheseformulas, we needto deternine valuesfor the
paraméersa andS. Supposeve considerall the buffers along
theroutefrom the sendetto thereceiver asonebig buffer. The
rott,;, occus whenthatbuffer is empty andrott,,,, occurs
when that buffer is full. Setting Bspikestart as above corre-
spond to the buffer beingfilled atlevel &, andB pikeenq COITe-
spond to thebuffer beingfilled atlevel 3. With afixeddistance
of d = a — B, ahigherpositionof & and meansit is more
likely thatlosswould be classifiedaswirelessloss, resultingin
highercongestionlossmisclassificatiorandlower wirelessloss
misclassificationlf a > 1, congestionlossmisclassificatioris
100%while wirelesslossmisclassifications 0%;if 8 < 0, then
the misclassificatiomof congestionlossis 0% and wirelessis
100%. Thedistanceal betweerm andg determiresthe stability
of the spike andnon-sjike states.Smalld makesthe algorithm
oscillatebetweerthetwo stateseasily while large d makesboth

stategnore stable.To explore the sensitvity of theperfomance
of the Spike schemeto theseparaneters,we condicted tests
with g8 rangirg from [0.05,0.5], and the distanceof (a — )
rangirg over [0, 0.9], andfound o = 1/2 and$ = 1/3 resultsin
agoodtradedf of low congestionlossmisclassificatiorandrea-
sonablewirelessloss misclassificatiorin the wirelesslast hop
topolagy (seeSectionV-A). The Spike schemes perfomance
in thewirelessbhackbmetopolog is relatively insensitve to the
choiceof a andg.

C. ZigZag scheme

In additionto theabove schemeslerivedfrom previouswork,
we proposea new schemecalledZigZag Usingthe samenota-
tion asin the Biaz schemeZigZag classifiedossesaswireless
basednthenumter of lossespn, andonthedifferencebetween
rott; andits mean(rott,eqn)- A l0ssis classifiedaswirelessif

(n = 1 AND rott; < rottmeen — T0ttgey)
OR (n =2 AND rott; < rottmean — rottdey/2)
OR (n = 3 AND rott; < rottmean)
OR (n > 3 AND rott; < r0ttmean — rottdey/2)
Otherwisethelossis classifiedascongestionloss.

Figure 4 illustratesthis classificationbourdary The mean
ROTT rott,,..n, andits deviation rott,., arecalculatedusing
theexponentialaverag with o = 1/32:

Tottmean = (1 — @) * Tottmean + a * Tott

T0ttgey = (1 — 20) * rottgey + 20 * |rott — TOttmeqn|
In this formula, (1 — ) is the exporential decayingfactorthat
contrds the smootmessof rott,,,cq, androttq.,. We expeii-
mentedwith a of theform 2%V, where N variesamongall inte-
gersfrom -2 to -8. Resultsshav thata = 2% = 1/32 provides
the bestresults. We expeiimentedonly with powers of two for
computationalsimplicity.

# of pkt lost
5 —
wireless loss =

4
>~ congestion loss
1- rott;
| |
dev dev
mean — dev mean —? mean mean +?

Fig. 4. ZigZagScheme

By definition, ROTT hasa high probability of having values
greaterthan (rottmean — rottgey): 84% if it were a normal-
ized Gaussiardistributedrandan variable. As onepaclet loss
is the mostcomma loss patternin a wired network, andcon-
gestionloss usually comeswith higher delay the thresholdof
rott > rottyeqan — Tottge, iNtuitively would classify mostof
the congestionlosscorrectly. The reasonig behindincreasiig
the thresholdwith the numbe of lossesencainteredis that a
moreseverelossis associatedvith highe congestion,andwith
highe ROTT. This way, a lossevert containng four or more
pacletswould be classifiedas congestionlossonly whenrela-
tively large ROTT wereobsered.

The insight behindthis ROTT compaison is that with the
multiplicative decreaseand linear increase(MDLI) algorithm
usedin TCP/TFRC,the ROTT often exhibits a sav-tooth pat-
tern:theinstantaerousROTT tendsto belessthanits meanafter
a multiplicative decr@seactiontaken aftercongestionandthe
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prokability thattheinstantanens ROTT is greate thanits mean
increasesvith thelinearincreae of window size. This pattern
is charactestic of MDLI congestiorcontiol regadlessof other
network paraneters. Therebre, aswill be seenlater, the mis-

classificationrate of ZigZagis ratherinsensitve to changsin

network topolagy.

IV. PERFORMANCE METRICS

An algoithm that attemptsto classify eachlossinto one of
two classexanbejudgedby its misclassificatiomate,thefrac-
tion of caseshichareclassifiedncorrectly. Sincemisclassify-
ing a wirelesslossasa congestionlossdoesnot have the same
impactasthe otherway arourd, we canjudge perfamanceby
examiring the two separatemisclassificatiorrates. However,
our ultimateconcen is with thethroudhputof thetraffic stream
thatresultsfrom usingthe algorithm andwith whethe the al-
gorithm causessevere congestion and therely diminishesthe
throughpu of othertraffic streams. This leadsus to a set of
four perfaomancemeasures.

Throughput: The mostimportantgod is high throughp,
where we are con@rnedwith the improverment compared to
the original TFRC (unawareof wirelesslosses)whentransmit-
ting through a network with a wirelesslink. Our experiments
shav thatan omriscient TFRC connetion canhave a throwgh-
put 200% higherthananunavare TFRC conrection,depenéhg
onthetopolayy andwirelesslossseverity. A primary goalis to
have athroudhputcloseto thatof omniscienfTFRC.

CongestionLoss: The amoun of congestionloss expeii-
encediy a TCPcomectionor othertraffic whencompeing with
traffic shapedy anLDA is affectedby thebehaior of theLDA.
Thethroughpu of theotherconnectims shoud notbetoomuch
lowerthanwithouttraffic usinganLDA. For two LDA schemes
with similar throudhput, we would preferthe onewhich causes
lesscongestionloss. Wirelesdossis proportiond to throwghpu,
soit is not partof our periormane measures.

Misclassification rates: We needto be conseretive in mis-
classifyingcongestiorloss aswirelessloss, as sucha mistale
meangatewill notbereduedwhenthe network is congested
Thecongestionlossmisclassificatiomate(M ) of boththeorig-
inal TFRC and the omniscien TFRC is 0%. Misclassifying
wirelessloss (M,,) ascongetion loss does not causeconges-
tion prodemsfor the network, but it oftenlimits the protacol’s
ability to improve throughput. The M, of theoriginal TFRCis
100%,andfor omnscientTFRC, 0%.

The relationslips betweenthroudhput, congestion loss, M .,
andM,, arerelatedto theactionstakenfor losseghatwereclas-
sified aswireless. Currerily, we treatall lost pacletsclassified
aswirelesserra in the sameway asrecevved paclets. Under
suchcircunstancesa higher M, means(a) higher congestion
loss,(b) higherthroughput whencompetingwith differenttypes
of traffic — lessfriendly to thoseunavareof wirelessloss,e.g,
TCPandTFRC,andmoreaggessve whencompetingwith om-
niscient,and(c) whencompeting with itself, lower throughpu
if M, istoohigh

Ontheotherhand highe M, oftenmeanga)lowerconges-
tion loss, (b) lower throughput when competing with differert
typesof traffic — friendlier to TCPandTFRC, but lesscompé-
itive with omnisciem, and(c) whencompetingwith itself, lower

throughpt if M, is too high.

However, for an LDA that hasboth high M. andhigh M,
their effeds can partially cancel. For exampe, the lower
throughpu that would have hapgenedwith high A7, may not
be realizedwhenthereis similarly high M, — aswill beseen
with the Spike schemén SectionVI-C. Thusthevalues of M.
and M,, shouldbe corsideredtogetter with the correspndirg
throughpu andcongestionloss. Fromthestandpint of applica
tion and networkrequiremerts, the criteria for a goodLDA are
highthroughput andlow congestionloss.

V. NETWORK PARAMETERS

In this section, we describethe topolagies, wireless loss
modd, andothernetwork paranetersthat we usein our sim-
ulations.

A. Topolagy

We testedthe LDAs on threetypesof topdogies which we
call Wirelessl astHop, WirelessBadkbme andWrelessLAN.

Wir elessLast Hop: In the WirelessLastHop (WLH) topd-
ogy (Figure5), the last link to the recever is a wirelesslink
with bandvidth anddelayof rate ;45 anddelay,iqs¢- N traffic
streamshareacomman wired link with bandwdth anddelayof
ratespareqd ANAddelayspareqd- Theratespqreq IS setto be 86%of
theaggegatedtotal of all wirelesslinks’ bandvidth whenthere
is morethanoneflow in the network. Sothe N (> 2) streams
competefor bandvidth atthecomman link, andcongestioncan
happen both at the wired sharedink aswell asat the wireless
lastlink. This type of topolagy simulatesa cellular network or
satelliteDirect-TV systemwhereeachwirelesslink hasarela-
tively corstantbandvidth.

LAN speed wired link wireless last links

TFRC sender 1 del ay |an del ay w ast _.®|TFRC receiver 1

rate|an rate wast Rs
TFRC sender 2 R1 RZ;;ﬁ:, -----® | TERC receiver 2
L]
L]
L]

"®[TFRC receiver N

Fig.5. WirelessLastHop Topology

Wir elessBackbone: In the WirelessBackbongWB) topd-
ogy (Figure6), the sharedink (backone)betweerntwo LANs
is awirelesslink, with bandwidh anddelayof rate ., spqreq @and
delayyshareqd- Thistopolagy simulatesa scenariovhereLANs
areconnetedby a high bandwidh wirelesslink.

wired shared link
del ay shared
rate spared

TFRC sender

LAN speed wired link
del ay | an
ratean

TFRC sender ,,,,,,,,,,,,,,,,,,,,,,,,

TFRC sender TFRC receiver 1

TFRC receiver 2

wrreless shared link

del @y yshar ed

TFRC sender
rate yshared

TFRC receiver N

Fig. 6. WirelessBadkboneTopology

WirelessLAN: In the WirelessLAN topolog/ (Figure 7),
thewirelesslink connets directly to multiple mobilerecevers.
Thistopdogy simulatesan802.11 wirelessLAN. Theonly dif-
feren@ betweenthis topdogy andthe WB topolog/ above is
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the existenceof the lastlink from router R2 to eachindividual

recever. Asthebandwidh of the LAN speedinks is typicdly

muchhigher thanthat of the wirelesssharedink, thereareno
paclets bufferedat theselinks, so the only effect they have is
additioral delay In our experiments,the wirelessLAN shows
essentiallyidenticalresultsasa WB topdogy whenthe corre-
spondng link bandvidthsarethe sameandthetotal fixeddelay
(processing+ propagatia) from senderto recever is roughly

equalbetweenthe topolagies. Thus,in the following discus-
sion,we only consicrthe WB topdogy, with its resultsdiredly

applicatbe to thewirelessLAN case.

LAN speed wired link e
sender del ayl an ?\O‘e
rate << Lo
R1 han R2 ece!
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, o (RS
® L]
L] . . );(\
. wireless shared link Bone
del ay yshar ed g,
rate yghared &

Fig. 7. WirelessLAN Topology

B. WirelessLossModel

In ourexpeiments,weusetheJalesmodel[12], [13] to simu-
latethelosspatterngn theforwardchanrel atthewirelesdlinks;
for simplicity, we assumehatwirelesserra only existsin the
forward directionfrom sendetrto recever, andthatthereis no
wirelesdossin thereversedirection. TheJalesmocklis adeter
ministic methodfor simulatinga time-corelatedRayleighfad-
ing chanrel. We geneatedthe error patternof the Jalesmockl
via compuer simulationasin [14]. Pacletsof size 381 bytes
weretransmittedfor 12 second on a 15Kbps simulatedwire-
lesschanrl, andthe recever attemptedo decodesachpaclet
andrecoraedwhethelit wascorryptedby anuncarectablewire-
lesserror For a particularset of channé paraneters,the re-
sultsof 100randbm trials, equivalentto 1200 secondgransmis-
sion,formedtheerrorpatternaisedin our nssimulations.Other
systemparanetersusedin the erra patternsimulatiors were:
chanrel coderate: 1/2; nunber of concurentusers:5; nunber
of multi-patts resohed 4; enegy-per-bit/noise(E;/Ny): 4dB;
normalizedDoppler fpT. = 2.62 x 10~*; andthe threecom-
binatiors of spreadig gainandinterleaver sizegiven in Tablel.
Thesewerechoserto represehhigh, mediumandlow wireless
loss scenarios.Figure 8 shaws the histogramof the goodand
errorstatelengthof the highwirelesslosserra pattern

TABLE |
JAKES MODEL: HIGH, MEDIUM, AND LOW PACKET LOSS
Spreaihg | Interleaver Paclet Bit Error
Gain Size LossRate Rate
16 2 pkt high: 7.8% |87 x 107>
16 3 pkt medium 3.1% | 2.8 x 105
32 2 pkt low: 1.0% | 7.1 x 10~

The Jales mockl is a more accuratemodelfor the wireless
chanrel experiencedy maving objectsthanthetraditioral two-
stateMarkov errormodel. However, we alsotesteda simplified
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Fig. 8. Histogramof goodkrror statelength(high loss)

versionof the two-stateMarkov erra model: the indepemnlent
(Bernodli) or “exponential”’errormockl in which the time be-
tweensuccessie errasis exponentiallydistributed[9] [10]. For
eachJales mockl with a particularsetof paraneters,we also
testeda matchedBernaulli modelwhich hasrouchly the same
averag pacletlossrate,andthe samedistribution of the goad
andbadstatelengths.Resultsfrom both errormodelsmatchel
very well with no discre@nciesin termsof the relative perfa-
manceof the LDAs. Therebre, we only include resultsfrom
expetimentsusingthe Jalesmodé in this paper

We notethatfixed point high bandwidh radiolinks, suchas
thosein the UCSD HPWREN [8] wirelessbacklonetopology,
oftenexhibit verylong periads(days)of goad stateswith paclet
loss rate well below 10~ interspesed by occasionkperiads
(minutes) of bad stateswhere the wirelesspaclet lossrate ap-
proahes3%, which is the valuewe studyin our mediun loss
scenario.For wirelessbaclbonesattachedo a moving object,
e.g.,anairplaneor a veticle suchasin a military application
the wirelessloss patternof suchwirelessbackbmesfits in the
samemodelasthatof thewirelesslasthopscenario.

C. OtherParametes

Bandwidth: As discussedater, we testedall schemeswith
N=1,2,4,6,8,10,12,and16 traffic flowsin thenetwork.

The WLH topolayy simulatesa cellular network, so we set
rateyiqest = 150 Kbps, andrategpgrea = maz(N,2) * 130
Kbps,i.e.,86%o0f theaggreatedtotal bandvidth of thewireless
links, exceptwhenthereis only onetraffic flow. With only one
flow in the network, the capacitybetweerroutes R1 andR2is
setrouchly twice the wirelesslink capacitysothewirelesslink
is thebottlenecKink.

FortheWB topdogy, we setrate., snareq = 800Kbps for one
flow, and1600Kbps othewise. This way, average bandwidh
for the single flow caseis exactly the sameas for two flows.
Whencompaing thetwo, whichrepresehisolationandcompe-
tition, effectsof average bandvidth differenceareeliminated.

For all the LAN links, rate;,,, = 10 Mbps.

Delay: Total delaysin the network arecompmsedof process-
ing, propagatia, transmissiorand queung delays. The (pro-
cessingt propagation) delayis setexplicitly:
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delayien = 1Ims, delayqyiqst = 10ms;
delayshared = delayyshared = 20ms ~ 60ms.

The other two are determind implicitly by the choice of
otherparaméers: bandwidh, quete size,etc. Resultswith dif-
ferentdelaysseton the conmon sharedink (delay sporeq and
delaywshareq) Matchvery well with no discrepaniesin terms
of therelative performanceof theLDAs. Thus,only resultswith
thetwo delayssetto 20msareincludedin this pager.

Packet Size: The paclet sizeis 762 bytes. For a video
coderthat encalesat the rate of 25 frames/secand a bit rate
of 150KIps, a frame on averag would occufy 150K/25 =
6000bits = 750bytes. 762waschoserbecausst is twice 381
bytes,a specifiechbaclet sizein the CDMA-2000standard

Queue Size: The size of a quele in a routerusually scales
with the capacityof the link it is comectedto. The size of
the quele measuredh bits divided by thelink bandvidth is the
maximun queung delay We usea scaleformua usedin the
simulationscriptfrom [4]:

queue_size(pkts) = mazx(link_bandwidth /60K, 6)

If all pacletsare762bytes thisleadsto amaximumquelng
delayof 100ns (if thelink bandvidth > 36(Kbps)or higher (if
thelink bandwidh < 36Kbps).

Queuing Policy: DropTail only.

Random Traffic: Similar to [5], we have two ns Traf-
fic/Expm agentswarm up the network for 20 secondsbefore
ary TFRCor TCPtraffic starts,andthey stopwithin 2 seconds
afterTFRCor TCPstarts.

Test Conditions: In all expeiiments,afterthe warm-yp pe-
riod, datawastransmittedor about200second. For eachdif-
ferentiation schemegxpeaimentswereperformedwith thesame
randon seedthat deternines the startingorde (within 2 sec-
onds)of andthewirelesserrorpatternexperiencedy eachflow.
With different rancbm seedsthe samesetof expeiimentswas
repeated Otimes,andresultswereaveraged.

V1. EVALUATION OF BASE ALGORITHMS

In this section,we evaluate the perfamanceof the baseal-
gorithms undera variety of experimentalconditians. We begin
by examining the performarce of eachalgoithm in isolation,
first on the wirelesslast-hoptopdogy (SectionVI-A) andthen
on thewirelessbackbmetopolagy (SectionVI-B). Finally, we
evaluatethe algoithms whenotherflows competefor network
resouresin bothtopolayies(SectionsvI-C andVI-D).

A. WirelessLastHop

First, we wantto understandhe performarceandbehaior of
eachLDA in isolation. We startby evaluating the algorithms
separatelyin the WLH topolagy using the metricsand simu-
lation methoalogy describedn SectionslV andV, andthen
studythealgoritmsin the WB topolagy in SectionVI-B.

Tablell shavstheresultsof simulatingoneflow of eachof the
differentiationalgoritrmsaswell asTCRE, TFRC,andomriscient
TFRC onthe WLH topology. Thetableshows the throughpd,
congstionlossrate,andmisclassificatiomatesfor eachtype of
flow aspercemages.Thethrowghp (thput)is normalizedby the
bandwdth of thebottlenecHlink; congestia (cong) is thenum-
berof pacletslost dueto congestiondividedby thethroughput;

TABLE I
PERFORMANCE FOR WIRELESS LAST HOP, 1 FLOW
TCP | TFRC | Omni | Biaz | mBiaz | Spike | ZigZag
thpu | 55 84 99 | 99 | 99 99 98
cong | 08| 0.2 | 23 (23| 23 |04 | 03
M, 0 0 0O |00| 00|00 0.0
M, | 100 | 100 0 6.3| 6.6 | 58 66

M, is thefractionof pacletslostto congestionthataremisclas-
sifiedaswirelesdoss;andM,, is thecorrespondig measue for
wirelesdoss. Unlessstatedtherwiseall resultsin thisandsub-
sequentsectionsarefor the high wirelesslosscase. Trendsfor
highwirelesdossholdfor low andmedium lossaswell: therel-
ative order of their perfomancedoesnot change althoudh the
absolutdifferercesbetweerthe algaithmstendto be smaller

TCP and TFRC, which do not usean LDA, had comnpara-
tively low throughput. They reactto wirelesslossesas con-
gestionlosses,undudy redudng their sendingrate; TFRC had
ahigherratethanTCPbecausé doesnotreactasdrasticallyto
loss. As expected,omniscien TFRC s ableto getcloseto full
utilization of the bottlerecklink bandwdth.

All four LDAs almostfully utilize the bottleneckbandwidh
and misclassifiedno congestionlosses. The Biaz algoithms
madefew mistales on wirelesslosses;thesealgoritims were
designedfor this kind of topolagy. Becauseof this, they
have the sameslightly higher congestiodossasthe omriscient
TFRC flow, while Spike andZigZaghave lesscorgestionsince
they misclassifymorewirelesslossesandtherefae redue their
sendingate.

By definition, sincethereis only onebuffer tofill up,thehigh
M, of the Spike algoithm indicatesthat half of the time the
buffer of thewirelesslink is atleast1/3 full. However, herethe
high M, doesnothurtthethrowghpu of the Spike flow because
it only happes whenthe buffer is at least1/3 full; with anon
empty buffer, the route always haspacletsto transmiton the
link to maintainthroughput.

ZigZag also hasa high M,,, indicatirg that, asthe ROTT
oscillatesarownd its mean,thereis a high probaility that the
ROTT is largerthan(rott mean — rottqey). As aresult,ZigZag
misclassifiesnary wirelesslosses.M . = 0 for both Spike and
ZigZagshawsthatthethreshold choserto paraneterizetheal-
gorithmsarequite conserative.

Summary. From theseresults,we conclude that all of the
LDAs perfam well in isolationon this topolagy, achieving ex-
cellentthroughput while reactingto congestiorwell. The Biaz
algorithms are highly optimized for this particular situation,
while Spike andZigZagaremore conserative in thatthey clas-
sify somewirelesslossesascongestionlosses.

B. WirelessBadkbme

Next, we wantto undestandthe performarce of thedifferen-
tiationalgorithmsonthewirelessbackbame (WB) topolagy, and
to seehow performane changsasthetopolog/ changs.

Tablelll shaws the resultsof simulatingthe algaithms on
the WB topdogy descrited in SectionV-A. At a high level,
with only oneflow the WB topolagy is very similarto the WLH
topolagy since(1) the LAN link thatfollows the wirelessback
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TABLE I
PERFORMANCE FOR WIRELESS BACKBONE, 1 FLOW

TCP | TFRC | Omni | Biaz | mBiaz | Spike | ZigZag
thput | 23 | 37 99 | 97 | 91 99 53
cong.| 0.1 0.0 | 04 (04| 04 | 00| 0.0
M. 0 0 0O |00] 0O | 00| 0.0
M, | 100| 100| O (24| 7.0 | 29 60

bonelink caneffectively beignoredsinceits bardwidthis much
higherthanthat of the wirelessbackone,and (2) thereis no
compeition, sotheflow hassoleuseof the wirelessbackione
in amanne similarto thewirelesslasthoplink.

The main differencebetweenthe perfamanceof the algo-
rithmswhentheflows opeatein isolationon thetwo topolagies
is the differencein bottleneckbandvidth: the wirelesslink in
the WB topdogy is 800 Kbps, whereaghe wirelesslink in the
WLH topology is only 150Kbps. As aresult,thedifferencedn
perfamanceareprimaiily dueto thischargein bandwidh more
thantopology; in subseqgentexperimentswe will seemoreof
aninfluenceof topolog/ on perfamance.

FromTablelll, weseethatTCPandTFRChaveamuchlower
usagenf theavailablebandvidth whenit is 80Kbps. Thislower
usages dueto thelarger opeatingwindow sizethatcomeswith
the highe bandwidh delay prodict, makirg the speedof the
linearincreasemuchslower thanthe speedf the multiplicative
decreaseauseddy the high wirelessloss. OmniscientTFRC
still getscloseto 100% utilization of the available bandvidth,
but with muchlesscongestionThisis alsodueto the higherop-
eratingwindow size,whichmakesthe TFRCcongestioncontrd
algorithm lesslik ely to fall into the slow startmode andenables
it to openits congestionwindow more smoothlyin the linear
increasephase.

The perfomanceof the LDAs onthe WB topdogy is for the
mostpartsimilarto theWLH topdogy abose. However, ZigZag
hasa muchlower throuchputthatis similar to thatof TCPand
TFRCdueto thelarger window sizeathigherrates andits high
M,,. Unlike the Spike algorithm which also hasa relatively
high M,,, the M,, in the ZigZag algorithmdoesnot have ary
direct corrdation with the buffer level (the ROTT canstill os-
cillate around its meaneven whenthe bufferis closeto empty)
For the samereasonas TCP and original TFRC, it cannotre-
cover thenormal window sizeasquickly atthe higherrate. The
modifiedBiaz algorithm alsohasa lower throughpd, althowgh
notassignificant,dueto its highe A, andlargerwindow size.
Its higher M, (compredto Biaz) resultsfrom a smallerwin-
dow on avergye that allows lessdelay betweenpaclets when
classifyinglossaswireless.

Summary. Sinceevaluatirg the LDAs in isolation on the
WB topolayy essentiallyreducedo the WLH topolagy with a
higherbandwidh wirelessbottlenecklink, the chargeswe see
in perfamancearedueto the changein bandvidth ratherthan
topolagy. At thehigherbottlereckbandvidth, TCRP, TFRC,and
ZigZag have evenlower throughput dueto their high wireless
lossmisclassificatior/,,; theotheralgoritrmsareableto main-
tain goodthroudhputdueto little or no M ,,.

C. Competitionin WirelessLastHop

Now thatwe have evaluatedhealgoithmsonbothtopolagies
in isolation,we next evaluae themwith competirg flows.
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Fig. 9. Competiton with thewirelesslasthoptopology

Figure 9 shaws the perfamanceof eachalgorithm on the
WLH topdogy whenthereare oneto 16 flows, all usingthe
samealgoithm; note that the single flow casecorrespadsto
theresultsin Tablell. Figure9 hasgraghsto shav throughput
(topleft), congsstionloss(topright), M . (bottomleft), and M,
(bottam right). All grapts area function of thenumter of flows
competingonthenetwork.

With morethanoneflow, thebottlenecKink is thesharedink
whosebandwidh we purpaely setto be 86% (130 Kbps/1®
Kbps) of the aggegatedsum of all wirelesslinks to induce
congestion. As a result,we shav the throughpt in the gragh
asthe sumof all flows’ throughpu normdized by rate spqreq-
This throudhputreflectsthe averag throwghpu of the compet-
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ing flows, soa high throughpu meanghaton averagethe algo-
rithm performswell whencompeéing with itself. The misclas-
sificationratesand congestionloss are averags over all flows
in the network aswell. We know the misclassificatiorratesfor
TCPR TFRC,andomriscientTFRCapriori, andtherebredonot
shav themto improve clarity.

FromFigure9, we seethattheaveragethroudhputof TCPand
TFRC increasesasthe numter of flows increases.The reason
for this behaior is that not all flows will experiencewireless
error at the sametime. As the numker of flows increasesit is
lesslikely wirelesslosswill be synchonizedbetweerdifferert
flows. The performane of omnisciem TFRCis not affectedby
thechangeof flows.

Biaz maintainsits high throughpu regardlessof the nurmber
of competingflows. However, its M. increaseslramatically as
thenumler of flows goesbeyondonebecauseongestionlosses
at the sharedbottlene& link becone misclassifiedas wireless
losses.This causeshigh congestionloss(7—-12%) becaseBiaz
doesnot scalebackin thefaceof congestionwhenit should

This problemwith the Biaz algoithm motivatedthe modified
Biaz scheme(Sectionlll-A) . Figure 9 shows that mBiaz ad-
dresseghe problemof the original Biaz schemein thatit has
thelowestM .. overall basealgorithirs. However, it now hasthe
prodem of ahigh M, becausehy usingalowerupperwindon
limit, it achieszes highaccurag for congestionlossby trading off
accurag for wirelessloss.However, thehigh M, is alsorelated
to thechoiceof low utilization of thewirelesdink, whichis dis-
adwartageougo mBiaz. With morethanoneflow, the average
utilization of the wirelesslink is only 86%, and so the paclet
inter-arrival time afterawirelesslossof n pacletsis onaverag
(n+1)%1.16 * Tpip, > (n + 1.25)T}4, — theupperwindow
limit of mBiaz. So,the high M, we seeherewill bereduced
if the average utilization of the lastwirelesslink is higherthan
86%,whichis likely to betruein acellularnetwork scenariolt
is notwiseto usealarge classificatiorwindow to accomnedate
connetionstempoarily staned with lessthantheir fair share
of the bandwidh becase it also encowagesconnetions that
have highthroudhputto causemore congestionloss. As pointed
outin Sectionlll-A, thethreshdd of (n + 1.25)T,;, provides
a reasonble tradedf betweenthe accuray of congestiorioss
andwirelesslossin two extremecasesvhereutilization of the
wirelesslink is abou 100%(SectionVI-A) and86% (here)

The Spike scheméhasconsistentlyhighthroughpu acrossall
numters of flows. However, it hashigh congestiorioss, often
higherthanthat of the omniscien TFRC, andbothits M. and
M,, arevery high. Its M,, is similar to the oneflow caseand
persistan the faceof compdition. Its high M is dueto its in-
ability to correctly determire thebuffer level ateithertheshared
link or the wirelesslastlink. Oncea large ROTT is measured
dueto high buffer levelsat bothlocations,it canno longercor
rectly gaug individual buffer levels. Congestioosscanoccur
with oneof the buffers full andthe othea empty thehighROTT
measuregreviously will maketheschemanisscongestionloss
in suchcases.

TheZigZag scheméhasconsistentlyhighthroughpu andlow
congsstionlossacrossall numbersof flows. Although it alsois
basedntheideathatcongetionlossacconpanieshighROTT,
unlike the Spike schemethe exponentially averagedrott ycan

gradwlly forgets pasthistory, makingit immuneto the occa-
sionalextremevalueof ROTT obsered. However, thewireless
link buffer doescausehigher M ., especiallyasthe number of
flows increaes. Neverthelessjt hasthe secondowest M. and
thevariation is smallcomparedto the othertwo basealgorithms.
Althoughits M, isthehighestamongall basealgorithms,atthis
operaing rate,it doesnot affectthethrouwghput.

Summary. All differertiation algorithms areableto achieve
high throughputwhen compéing with similar flows, althoudh
with alargevariationin misclassificatiomates.With its consis-
tently highthroughpu, low congestionloss,andlow congestia
misclassificatiorrate M., ZigZag is the bestperformerunder
competitionin the WLH topdogy.

D. Competitionn WrelessBadkbme

We now evaluatethealgorithims whenthereis competitionon
the wirelesshacktonetopolayy. Figure10 shaovs theresultsof
simulatingthe algorithrrs on the WB topdogy usingthe same
grapls asin Figure9. As Figure10 shows, the performane of
the algoithms whenthereis competition in the WB topdogy
is quite differentfrom the WLH topolagy. With morethanone
flow, therearetwo maindifferercesbetweerthetwo topolagies
thataffectthe perfamanceof the algaithms:

1) Thepercetageof thesharedink bandwidh thateachflow
canuse(dueto inheren charateristicsof eachtopolagy):

« IntheWLH topolagy, themaxinumreceving rateof any flow
is bourdedby therateof thewirelesslastlink, 150Kkps. Since
the averagebandvidth per flow is 130Klps, no flow can get
morethan 150/130 = 115% of its fair sharein the comma
link bandvidth.

« IntheWB topdogy, thereceving rateof a flow couldpoten
tially reachthecapacityof thesharedink; i.e.,it canoccuypy the
entirecommonlink, reachimg throudhputthatis NV timesits fair
sharewhereN is thenumter of flows.

2) Theaverag rateperflow (dueto ourchoice of the network
paraneters):

o Theaveragerateperflow is fixedat 130Kbpsfor WLH
o In the WB topolog, the averag rate per flow is
1600max(2N) Kbps,i.e.,in therange of 100to 800Kbps.

Thequickandsignificantincreasef TCPandTFRCthrough-
putwhenthe nunberof flows increaseslirectly reflectsboth of
thesefactors.Onthe onehand asthe de-synchonizatio effect
of wirelesserror takes place,ary flow thatis tempoarily not
affectedby wirelesslosscanincreasdts sendingrateto poten
tially useall the unusedbandwidh. On the otherhand asthe
averag rate per flow decreaeswith increasingrate, TCP can
get higherutilization of the bandvidth; with 10 flows, the av-
eragerate perflow is 160KIps, andaverageutilization is 85%
and97%for TCP and TFRC respectiely, while with only one
flow at 150Klps, their utilizationis only 55%and84% (seeTa-
ble I1). OmniscientTFRC canfully utilize the availableband
width, but with muc greatercongestionloss. Sinceit is not
affectedby the wirelessloss, it is mainly the averagerate per
flow thatcontritutesto thevariationon the graphof congestio
lossvs. numker of flows.

Both Biaz scheme$ave essentiallyl00% M ,,, for morethan
oneflow becausehe wirelesslink is now shared.For Biaz to
work accuratelypacletsfrom thesameflow needto bebuffered
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Fig. 10. Compeition in the wirelessbackbore topology

oneaftertheothea atthewirelesslink. This situationis unlikely
whentherearetwo or moreflows sharingthelink, andthey sim-
ply classifiedall lossesascorgestionlosses— the sameasthe
original unavare TFRCflow. As aresult,the Biaz schemesre
essentiallyuselesasLDAs for thistopdogy, andtheirthrough-
putis thesameasoriginal TFRC.

The Spike schemeworks well in this topolog/ as buffer
buildup canhappen at only oneplace. Thusthe Spike scheme
accuratelydetermires congestion loss (M. closeto 0). As the
numter of flowsincreaseshebuffer level getshigher dueto the
de-syrchronization effectsof wirelessloss. Theefore,its M,
which is directly relatedto the average buffer level, increases
accordngly. As describedbefae, theincreaing M ,, doesnot
affectits throughpu perfamance.

The ZigZag schemehassimilar M, asin the WLH topd-
ogy. Dueto its high M,,, chamgesin ZigZag throughput fol-
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low the samepatternas TCP/TFRCflows. Figure8 shaws that
abou one quarterof wirelessloss everts involve two consec-
utive paclets beinglost. With two flows in the network, the
prokability thatpacletsfrom bothflows gethit by awirelesser
ror nearsimutaneouslyis relatively high. At the averag rate
of 800Kbps perflow, aswe have seenin SectionVI-B, ZigZag
is not ableto retumn to the steady-stateongestion window size
quicky. However, the ZigZag schemds ableto fully usethe
availablebandvidth whentherearesix or moreflows. Therea-
sonfor thisis duepartlyto thede-syrthrorizationeffectof wire-
lesserrors,and partly becauseof lower averagerate per flow
(< 1600/6 = 267 Kbps). Finally, the M. of ZigZagis mostly
zerofor 8 or fewer flows, wheie theaverage bandvidth perflow
is > 200 Kbps. At 10 or moreflows, its M. is lowerthanin the
WLH topdogy, but the M is morecostlyin this ervironmer,
becausehe receving rateof a flow could poterially reachthe
capacityof the sharedink. Thewefore,it hashigher congestia
lossthanin the WLH topolagy for 10 or moreflows.

Summary. The Spike schemeperfamsthe bestin this kind
of topdogy sincethe chang of ROTT directly comesfrom the
buffer wherecongestioosshapgens.

E. Summay

In summay, our evaluatian of thebasealgoithmsshavsthat:

e Whenthereis only oneflow in the network, the Biaz and
Spike algorithis perform essentiallythe sameon both topolo
gies. ZigZag, however, is sensitve to the bottlene& link band
width dueto its relatively high M,,: it performswell atthelow
link rates,but its throughpu decreasesignificantly at higher
link rates.

¢ Whenthereis compdition amongflowsin the WLH topd-
ogy, ZigZag perfamsthe bestwhenthe sharedink bandwidh
is lessthanor closeto the total aggegatedwirelesslink band
width. Modified Biaz alsoperformswell whenthereis a large
(> 4) numker of flows. The origind Biaz and Spike schemes
bothhase anunaccegably high M. andhigh congestiorosses.

¢ Whenthereis competition amorg flowsin theWB topology,
the bestschemds Spike. ZigZagis usefu, althowgh it suffers
fromits sensitvity to theaveragebandvidth perflow. Both Biaz
schemedosetheir differentiationability andperfam the same
asTFRC.

Generallyspeaking LDAs basedupm paclet inter-arrival
times(Biaz andmBiaz) do not behae well whenthereis com-
petitionfor the bottlereckwirelesslink, andasaresultareonly
suitablefor the WLH topdogy withoutcompetition onthewire-
lesslink. The LDAs baseduponROTT (Spike, ZigZag), how-
ever, areableto correlatecongestionwith particuladossesnudc
moreaccurtelyacrossawide rangeof scenariosalthowgh they
may have relatively high M, in particularsituations.

We corcludethatnore of the basealgoithms perfams con-
sistentlyvery well acrosgopologes andin the faceof compe-
tition from othe flows. This motivatedus to explore a hybrid
algorithm that cantake advantaye of the strengtls of the indi-
vidud basealgoithms.

VII. EVALUATION OF A HYBRID ALGORITHM

In this sectionwe investigatea hybrid of thebasealgorithms.
Sinceno singlebasealgorithm perfamedwell eitheracrossall
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topolagiesor in thefaceof compdition, we createa hybrid that
dynanically usesdifferent basealgoithms depending on net-
work characteastics. In the WLH topdogy, ZigZag andmod-

fied Biaz behae very well, while in the WB topolagy, Spike is
the bestperformerandZigZag performsreasonhkly well. Ob-
servingthis behaior, canwe designa switchingalgoithm that
canselectthe right schemefor theright network condtions as
obsenred underthe differenttopolagies? Looking at why Biaz
failed in the WB topdogy provides someinsight: the main
differencebetweenthe two topdogiesis whetter the wireless
link with the lowestbardwidth is sharedor not. Therebre,we
shouldchocse different schemedasedon whetter the lowest
bandwdth wirelesslink is sharedr not.

Whenthe lowestbandwidh link is sharedby N flows, the
averagepaclet inter-arrival time (T4,4) would be closeto N
Trnin, WhereT,,;, is the minimum interarival time. If the
slowestlink is notsharedpr N = 1, thenT',,, shoud beclose
t0 T, We compue T, by exponentialaveragng:
inter_arr_time

pkts

Here inter_arr_time is the instantaneus inter-arival time
(time betweenarrived paclets) and we divide by the nunber
of pacletsthatseparate¢he arrived paclets; therefae, T',,,, can
be smallerthaninter _arr_time andin factcantake onavalue
evensmallerthanthe minimuminter _arr time, or T\pip.

Let Tnarr = Tavg/Tmin. IntheWLH topdogy, Therr =~ 1;
while in the WB topolagy, Tharr = N, whereN is the nunber
of flows sharingthe link. However, whenthe connetion starts
up,therealT,,;, maynotbeobsevedimmedately, thusT',, .
couldbe < 1 at congestionloss. Also, thereare certainam-
biguitieswhenthe numbe of traffic flows on the wirelesslink
increase$rom 1 to 2, becausén bothoneandtwo flows, T, 4+
could oftentake on valuesbetweenl and2. In bothcaseswe
canna determire topolagy conditilmswith confiderce. Our so-
lution is to useZigZag duiing theseperiadsdueto its relatively
consistenperformane whethe or not thereis competition for
the sharedottlereckwirelesslink.

Tavg_new = 0.875 * Tavg_old +0.125 *

A. Hybrid Algorithm: ZBS

Basedon this idea, we introduce a hybiid algoithm, ZBS,
that dynanically usesone of the basealgaithms accordirg to
current network condtions asfollows:

if (rott < (rottmin + 0.05 % T,y )) useSpike;
elsef
if (Tharr < 0.875) useZigZag;
elseif (Tyorr < 1.5) usemBiaz;
elseif (Tharr < 2.0) useZigZag
elseuseSpike;
}

In the restof this section,we explain the insight behird the
useof thedifferert algoithmsandthederivation of the parame-
tersusedto decideamongthem.In thenext sectionwe evaluate
the perfomanceof the hybrid algoiithm.

Starting at the first line of the predcate, compaed to one
paclet transmissiortime over the bottlenecklink (T',,in), it is
very likely that the bottlereck link is empty or unde-utilized
whentherelatve onewaytrip timeis verycloseto its minimum
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BothmBiazandZigZagdonotperformwell in this situation,so
Spikeis used.

2oy ZZnigh
ZigZag mBiaz | ZigZag
0 0.875 1.5 2

‘ connection starts: single flow : transition !

Spike

Tharr
multiple flows ‘

Fig. 11. ZBS scheme(when bottlenecklink is not unde-utilized). Axis
Tharr = Tavg/Tmin, WhereTy,4 is the average paclet inter-arrival time,
Tmin istheminimumpadetinter-arrival time.

WhenthebottlenecKink is not under-utilized, we useoneof
threealgolithmsasshowvn in Figure 11. Modified Biaz is used
when network condtions indicatethat the wirelesslink is the
bottlenek and not shared(T,,,-» =~ 1), to take adwentageof
its low M. and M,, (conmparedto ZigZag and high through-
put. Spike is usedwhencondtions indicatemultiple competimy
flows (Tqr > 1), whicharetheconditicnsuncer whichit has
the bestperfamance ZigZagis usedfor casesvherethe net-
work conditians areambiguous,mostly at the beginning of the
conrectionandwhenthenumberof competingflows chargesin
themiddle of theconrection.

ZBS startswith the ZigZag schemeasit hasno knovledge
abou the network conditions at that time and ZigZag behaes
well acrosghewidestrange of condtions. It thenupdatesT,,,
andmonitas T,,;, atevery pacletarrival. We setalocking pe-
riod of 3 second®r 50 pacletsreceved, whichever comedfirst.
Thelocking periodis the minimum durationa schemeamustbe
usedbeforeswitchingto a differentone. This preventsfrequent
switchesthat might othemwise occur from start/stopof short-
livedtraffic streamge.g, shortHTTP downloads),occasioal
severewirelesserror (causedby a vehicle passingthroudh the
shadav of a bridge or a building), etc.

After thelocking period ZBS decideghenext schemeo use.
If it usesadifferentbaseschemethelocking periodis resetand
thenew schemas frozenfor thatperiad. If anew schemas not
choserat the expiration of thelocking period ZBS appliesthe
switchingalgorithmateverypacletarrival thereafterandis free
to switchwhennext indicated

We derivedthethreethreshdds in the switchingpredcateas
follows:

e 0.8%5: This is the lower threshdd for decidirg that the
wirelesslink is not shared asin the WLH topolagy. Because
of the goodperfamanceof mBiazin this case,we wantto be
geneousin choasing this threstold. Therdore, we checkthe
minimum possibleT’,,,..- whenthereis only oneflow usingthe
wirelesdlink. In suchacasetheminimum T,,,.» hapgnswhen
thewirelesdlink bandvidth is fully utilized. With nocongestia
loss, Ty~ = 1. Considerilg a 5% congestio lossaswe sav
in SectionVI-C, thenon avera@ T, o = 18.5/19 = 0.974
(becasefor every 19 interarrival periads of lengthT',,,;,,, one
correspndsto 2 packetsdueto a congestionloss,andtheother
18correspndto 1 paclet). ThelowestT,,,... happesafterase-
verecongestiorloss, becasethe inter _arr time is still close
to T)nin atacongestionlossbut will be divided by the numter
of pacletslost. Thethresholdof 0.875allows mBiazto still be
usedafteracongestiodossof upto 5 paclets:

0.974 % 0.875 + £ 0.125 = 0.877 > 0.875.
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As congestia lossof 6 or more consective pacletsis rarein
our expeliment, this is a geneous condtion for concludng an
unshaedwirelessbottlenek link. The otherreasorthatwe are
generaisin choosimy this threstold is becase, if mBiaz were
mis-usedn the casewherethe wirelesslink is sharedthe con-
nectionwould experiencelower throughput and longe paclet
inter arrival time, or highe T, which self correds the mis-
take.

e 1.5and 2.0: The uncerlying differencebetweenthe WLH
andWB topolaiesis the number of flows using the wireless
link. Becauseof mBiaz's poa perfomanceoncethe link is
sharedwe wantto switchto someotherschemeavhenthewire-
lesslink is nolongerusedby a singleconrection.Using7T .47,
the most difficult caseto differentiatewhetter the bottleneck
wirelesslink is beingshareds whenthereare only two flows
becausejn both cases T, canfall in therang of 1 to 2.
Without sharingand comgetition, 7', > 1 whenthe wire-
lesslink is not 100% utilized. With competition of 2 flows,
T..rr < 2 Whenthereis a severecongestionloss (asexplained
abore). Our solutionis to useZigZagin theambigiousareaof
[ZZiow, Z Zhigr]. Theran@ of [Z 244, Z Zhigs] Shouldnotgo
belov 1 becausd is verylikely thatthereis only oneflow using
thewirelesslink whenT ., =~ 1; it alsoshouldnotgotoo high
above 2 sincethewirelesslink is likely sharedoy multiple con-
nectionsn thatcase With thisguidarce,wetested” 7Z,,,,, rang-
ing over [1.0, 2.0], andthe window sizeof (ZZ pign, — Z Z1ow)
rangirg over [0, 1]. The resultsconfirmedwhat we expected
basedonthebehaior of thethreebasealgoithms:

» With a fixed window size of (ZZpgn — Z Zj0y), the posi-
tion of ZZ;,, and Z Zp;,, affectsthe relative amoun of time
mBiaz and Spike are usedin the hybrid scheme:low ZZ,,,
andZ Zy;,, mainly causehigh M. andhigh congestiorlossin
theWLH topolog/ (nocompdition onbottlereckwirelesdink);
while high Z Z;,,, andZ Zy,;4;, causdow throughpu in theWB
topolagy (competition for thewirelesslink).

« Thewindow betweenZ Z;,,, and ZZ;,;, affectsthe usage
of ZigZag We have tried remaving ZigZag from the hybrid
schemeby letting Z Z ;45 = ZZ,,, andusingeithermBiaz or
Spike whenT,,,» < 0.875. Theresultsshavedthatswitching
only betweermBiazandSpike hastheproblemof eithercausing
high M. andhigh corgestionlossin the WLH topology or low
throughpu in the WB topology with two flows.

Basedon our experiments,Z Z;,,, = 1.5 andZ Z;qp, = 2.0
provides the bestresultsacrossnetwork conditions. We will
gainabetterundestandingof ZigZag's contibutionin the next
sectionwhere we examine the performane of the switching
scheme.

B. Performanceofthe ZBSalgorithm

Figures12 and13 shaw theperfamanceof ZBSin the WLH
and WB topdogies, respectidly. Modified Biaz, Spike and
ZigZag are shonvn for compaison. Figure 14 shaws the frac-
tion of time thethreebasealgoithmsareusedby ZBS.

Overall, in bothtopolaggies,ZBS reachs throudghputcloseto
thatof omniscient,andmaintaingelatively low M . andconges-
tion loss, regardlessof the numter of flows. ZBS usesmBiaz
85% of thetime in the WLH topdogy, andusesSpike 95% of
thetime in the WB topdogy, i.e., it pickstheright schemefor
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Fig. 12. Thehybrid schemean wirelesslasthoptopology

thegivennetwork condtions.

With oneflow in bothtopolagies, mBiaz is usedmorethan
98% of thetime becasgethereis no realtopdogical difference
betweerthetwo, andmBiazperfamsthebestin bothscenarios.

Spikeis usedonly 3% of thetimein theWLH topolagy. How-
ever, we seefrom Figure 12 thatthis alreadycauseghe M . of
ZBS to be higherthanthat of both mBiaz and ZigZag. This
behaior providesbetterunderstandingf why, without ZigZag
switchingonly betweerSpike andmBiazcouldeasilyincurhigh
M. in the WLH topdogy. By settingZZi,, = 2.0, we are
ableto keep M, at a reasonabldevel. As aresult,ZigZagis
heaily used(closeto 50%)in the WB topology with two flows.
However, this does not causdow throudhputaszigZagby itself
would.

In the WB topdogy, it looks courterintuitive that Spike us-
ageactuallydecrasesasthe numter of flows increasesabove
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Fig. 13. Thehybrid schemean wirelessbackimnetopology

six. However, this can be explained by the wirelessloss de-
synchonizationeffectasthenumberof flowsincreasestt is less
likely two pacletsbelongng to a flow would be bufferedcon-

secutvely atthewirelessbuffer with alargenumber of flows. In

otherwords, theT,,;, aflow obseredis oftennotthetransmis-
siontime of onepaclet over thewirelesslink. Therefore, T',, 4

couldfall belav 2, in which caseZigZagis used.

Summary. TheZBS hybrid LDA perfamedwell acrosdif-
ferenttopolagiesandnumtersof flows. In mostcasesit closely
matchedbr excee@dthe perfomanceof thebestbasealgorithm
for thatscenario.

VIIl. FAIRNESS AND TCP-FRIENDLINESS

Sofarwe have examiredthe overall average performarce of
eachLDA bothin isolationaswell aswhenit competeswith
otherflows usingthe sameLDA. Now we evaluatethefairness
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of eachalgorithm by examining (a) the deviation of thethrowgh-

put of eachindividual connetion whenall flows areusingthe

samel.DA, and(b) how fair andcompetitive eachLDA is when

competing with TCP Renowithout wirelesslosses,a scenario
that appraimatesthe use of a snoopagent[2]. Ideally, we

would like an LDA to be fair and stablein both caseswhich

meansthat a flow usingthe LDA is able to obtain and keep
its fair shareof the available bardwidth and doesnot becone

stanedor stane others.

A. Fairnessamongflowsusingthe samel.DA

Figure15 shows the standarddeviation (in %) amongdiffer-
ent flows whenall connetions are of the sametype (e.g.,use
thesamel.DA). Theleft plot representsthe WLH topology, and
the right plot the WB topolagy. The last symbol on the leg-
end, TCP(NWL), repiesentsnomal TCP traffic with no wire-
lesslossonthewirelesslastlink or thewirelessbackione.Each
pointontheplot correspadsto aparticdar LDA andnumter of
flows. For eachsuchpair, we first normalize the throughpu of
eachindividual conrectionby the meanof all connetions,and
thencomputethe standardieviation of the normalizedthrough-
put. We then plot the averag of standad deviations over 10
trials. For exanple, in onetrial of ZBS in the WB topdogy
with 4 flows, the throughpus of the 4 flows are 133(B, 1386,
13123 and119% paclets.Dividing by theirmean, 13062 pack
ets,the normalizedthroughpus are1.02 1.06 1.006and0.92
The samplestandardieviation of thesenormdized throudhputs
is compuedas:
o= Sth((1.0271)2+(1.0671)24+_(11.006—1)2+(0.9271)2) - 6%

The samecalculationis dore for the other9 trials, andthefinal
pointontheplot is the averag of the 10 deviationscomputed.

Wir elessBackbonetopology. In theWB topdogy, all TFRC
typesof traffic have relatively consistentand low deviation in
therangeof 3—®%6. ThesignificantdifferencebetweenrCPand
TFRCwhenbothexperiencewirelesslossis dueto theintrinsic
mecharmsms usedto contrd sendingrate: TCP is ACK-based
while TFRC is rate-lased. This result shavs that compared
to TCR, TFRC not only achieves lower fluctuatimsin sendiry
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Fig. 15. Standrddeviationof throughputamongsametype of flows

rateover time within a conrection,but alsois more fair among
TFRC conrectionswhentherearewirelesslosses.Omniscient
andall LDA traffic have low deviation in throughpu because
the conditins which affect their performanceexist at only one
place: the wirelesslink buffer. Sincethat buffer is comnon
to all conrections,its level andcomposition have the sameef-
fectsonall flows. Theeforethedeviationamongflowsis small.
TCP with nowirelesslosshasa deviation amorg flows similar
to omniscientandall LDAs, which meansthey are all fair in
this topdogy. Thedeviation tendsto increasewith the nunmber
of flows, becauseavith moreflows in the network, the average
bandwdth of eachconrectionis lower. With a smalleraverag
bandwdth, thesameabsolue differenceof throughputprodices
alarger deviation.

Wir elessLast Hop topology. In the WLH topology, the de-
viation of all traffic typesexceptomniscienis higherthanin the
WB topolagy. For the original TFRC, this is becagethe wire-
lesslosson the lastlink is differert for different conrections.
For the LDAs, the main corditions which affect their perfor
mancenow exist at two places:the comnon wired link buffer
andthe last wirelesslink buffer. Becausavhat hagpensat the
lastlink bufferis oftendifferentfrom connetion to conrection,
the deviation is higher OmniscientTFRC and TCP with no
wirelessloss are similar, corsistentlyhaving the lowestdevia-
tion. Compaedto TCP with no wirelessloss,all LDAs in this
topolagy arenotasfair amongdifferentflows.

Looking moreclosely the effect of the separatavirelesslink
buffer, andtherdore theactualfairness,is differentfor differen
LDAs. Spike andbothBiaz scheme$ave very high deviations
(> 14%) in mostcasesZigZag original TFRC,andZBS have
much lower deviation, 7-10% in mostcases. This is because
Spike and both Biaz schemesare very sensitve to the buffer
level atthewirelesslastlink, albeitin differentmanrers.

« For the two Biaz schemesconnectios tempoarily having
low sendingrate are disadwantagedbecausedhey arelikely to
expetiencelonger paclet inter-arival time which makesthem
classifywirelesslossascongstionandrediwcerateevenfurther.
« FortheSpike schemegonrectionswhich obtainechighsend-
ing rate quickly at the beginning (dueto different starttimes),
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will obsere large ROTT dueto buffer build up at the wireless
link. Thesecomectionsare lessaggressie asthey are more
likely to classifywirelesslossascongestion

« Similar to the amgumentin SectionVI-C, ZigZagis not very

sensitve to the history of the last wirelesslink buffer: the ex-

ponantially averagedrott ..., andrott,., gradally forgetthe
past,makingary advantagsor disadwantagesdiminish.

« Thereasorfor thelow throudhputdeviation of ZBS is inter

esting. In the WLH topology, asseenin Figure 14, mBiaz is
usedmostof thetime. However, wherever the throughput of a
conrectionis low, T, increaseandzZigZagor Spike is used.
Both ZigZzag and Spike aremoreaggressie thanmBiaz in the
WLH topology asthey have highe M .. Eventuwally the disad-
vantaged connetion will catchup its fair sharein throughput
andswitchbackto mBiaz. This behaior shavs thatby switch-
ing amory differentbasealgorithms,ourhybrid schemenotonly

hasmore consistengoad performarceonaverageacrasstopolo

giesandcompetition, but alsomakeseachindividual conrection
morestableandimprovestheoverall fairnessn theWLH topd-

ogy.

Summary. Whencompetingwith thesametypeof traffic, all
LDAs areasfair andstableasthe standardl CP if mostor all
theconditicnswhichaffectthe LDA's perfamancearecomman
to all flows, asin the WB topdogy; they arelessfair andstable
thanTCPif someof thoseconditims aredifferentfrom flow to
flow, asin the WLH topdogy. However, ZigZagandZBS are
thefairestamorg all LDAs.

B. Fairnesswith TCP

To evaluatethe fairnessof the LDAs with TCP traffic, we
simulateconnetionsusingan LDA competing for network re-
sourceswith conrectionsthatuseTCP Renothatarewireless-
loss-free,i.e., do not suffer wirelesslosses. This scenarioap-
proximatesthe useof a snog agent[2] that hidesall wireless
loss from the sender enablirg TCP to obtainabou the same
throughpu asif therewereno wirelessloss. Becausesnoopis
designedo operteatthebasestationfor mohle hostswe only
testthefairnessandcompetitivenesf LDAS with snoopin the
WLH topdogy.

To determie how TCP-frierdly theseschemesare on the
WLH topdogy, we simulateda total numker of flows rang
ing from 2 to 16. Half of the flows used TCP and are im-
muneto ary wirelessloss, andthe otherhalf usedone of the
LDAs, TCR TFRC, or omnscientTFRC andaresubjectto the
samewirelessloss seenearlier The left subplotof Figure 16
shaws theresultswith alow averagebandvidth (BW) perflow
(13Kbps), the right subpld is for a higher average BW per
flow (800Kbps). The x-axis shavs the nunmber of total flows,
andthey-axs shavs the averagenomalizedthroughput of the
TCP flows which do not experienceary wirelessloss. As the
throughpt is normalizedby the fair shareof a flow (130Kbps
or 800KIps),avaluecloseto 100%meanghattheschemas as
TCP-friendy asTCP;alowervaluemeanghattheLDA is more
aggresivethanTCP Thel30KkpsaverageBW casehasexactly
thesamenetwork paraméersasthe previousWLH topolagy. In
the800KIps casethe BW of eachwirelesslastlink is 930KIps
andthe BW of the sharedwired link is N * 800KIps, where
N is the numter of flows. Therdore, in both casesthe max-
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imum nomalizedthrowghpu ary flow cangetis about115%
(= 150/130 = 930/800).

TCP throughput, low average BW

TCP throughput, high average BW
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Fig. 16. TCP friendlinessin the WLH topology: Shawn in the left (right)
subplotis the throughputof the aggrgated TCP flows when50% of the flows
useTCP andthe other 50% usethe LDA indicated by the plotted symbol,atan
average BW perflow of 130Kbps(800Kbps).

FromFigurel6, we seethat,overall, LDAs aremore agges-
sive whenthe average BW is lower. In both casesthe omn-
scient TFRC is most aggessve as the throughput of TCP is
the lowest. In the lower average throughpu case,all LDAs
areasaggessve astheomniscien TFRC exceptZigZagwhich
is more TCP friendly. In the higher averagethroudhput case,
mBiazandZigZagareasuncanpetitive asthewirelessunavare
TCP and TFRC becausehe throughput of TCP is closeto the
maximun of 115%whencompetiy with them. Biaz andZBS
arequite TCP-frierdly, asthe TCP throughputis closeto 100%
mostof thetime. Spike andomriscientarethe mostaggressie.

Summary. In theWLH topolagy, whencompetig with TCP
flowswhicharefreefrom wirelessloss,omriscientTFRCis the
mostaggressie at eitherbandvidth. TheLDAs aremoreTCP-
friendy whenthe averageBW is highe (80Kbps)thanwhen
theaverageBW is lower (130Kbps).

C. Summsay

In summaryour evaluationof LDA fairnessshaws that:

« The fairnessamory flows usingthe samelLDA depedson
topolagy. They areasfair andstableasthe standardr CPif the
comman pathcontainsmostcondtions affecing the LDA.

« Whencompetimg with wireless-loss-ge TCP flows (corcep-
tually equivalentto the TCP with snoopager), the aggressie-
nessof the LDAs is sensitve to the undelying bandvidth. At
high bandvidths,the LDAs arequite TCP-frierdly, but they be-
comemore aggessve atlowerbandwidhs. In all casesthough,
omnisciehn TFRCis themostaggressie.

IX. IMPLEMENTATION |SSUES

In this section,we discussthe computationd compleity of
theLDAs aswell asadditioral implemenationissues.
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A. Computdional Compleity

Onahighlevel, threeparametesareusedby LDASs to differ
entiatelosses:relative oneway trip time (ROTT), pacletinter
arrival time, and the numler of pacletslost consectively in
the mostrecentlossevent. Variousstatisticalvalues(e.g.,min-
imum, maximum, meanand deviation) are calculatedfor the
ROTT andthepacletinterarrival time in eachLDA.

Table IV lists the statisticalvalues usedby eachLDA. As
thereis nodifferencan the parametesusedby BiazandmBiaz,
“Biaz” in TableslV andV standsfor both. Among the values
listedin TablelV, somemarkedwith anasterisk(*) needto be
updded at every paclet arrival, the othes only needto be cal-
culatedafteralossevert.

TABLE IV
STATISTICAL VALUESUSED BY EACH LDA

Statistical Value LDA(s)
numter of pacletslost: n Biaz, ZigZag ZBS
instan.pacletinter-ariival time: T; Biaz,ZBS
*min. pacletinterarrival time: T, Biaz,ZBS
*ROTT min./max: rott,in, 10ttmaz Spike,ZBS
spike threshdds: Bpikestart s Bspikeend Spike,ZBS
*ROTT mean/@v.: rottmean, rottdey ZigZag ZBS
*averagepacletinter-arr. time: Ty, ZBS
normalizedZ oy Trarr ZBS
time, pkt sequene# of locking periad ZBS

Basedon TablelV, TableV summaizesthe comptational
compexity of eachLDA at eachpaclet arriva andafteraloss
evert. The compleity of the uncerlying original TFRC based
on [4] andits currert implementationin ns2is alsolisted for
comparison. It is obvious that the hybrid schemeis the most
compex as it usesall three basealgoithms to differertiate
losses.We deemthatthis computationalcompexity is accept-
ableasit is comprableto that of the original TFRC. In terms
of spacerequrements,the extra memoy usedby the hybrid
schemdor all 13variableslistedin TablelV is minimal.

TABLE V
COMPUTATIONAL COMPLEXITY OF EACH LDA
LDA additions multiplications
pktarrival | afterloss | pktarrival | afterloss
Biaz 2 4 0 1
Spike 3 3 0 1
ZigZag 4 3 4 1
ZBS 8 11 7 3
TFRC 6 ~12 4 7+n

B. Otherlssues

Scalaility. To testthescalabilityof theLDAs, we perfamed
simulationswith 128flowsin theWLH topdogy. TableVI sum-
marizegheresults.Valuesin TableVI areall nomalizedin the
sameway asin Figures9 and12. Compaing resultsshawvn in
thetablewith thosein thetwo figures,they matchverywell ex-
ceptfor Spike. It perfams betterat 128 flows, with lower M .
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andtherefoe lower congestionloss. This preliminary expeii-
mentindicatesthatthe LDAs scalewell with large numkersof
flowsin thenetwork.

TABLE VI
PERFORMANCE WITH 128 FLOWS IN THE WLH TOPOLOGY
Omni | Biaz | mBiaz | Spike | ZigZag | ZBS
thput | 99 99 99 99 99 99
cong.| 5.3 85 3.3 1.9 0.7 4.2
M. 0 32 4.4 29 11 14
M, 0 17 23 64 68 25

Frequentconnetionsarrival and depature. In our simula-
tions, we constraind the typesof traffic in the network andthe
arrival and depature of different flows (seeSectionV-C). In
morecomgicatedscenariosvherethereareothertypesof traf-
fic andconrectionscomeandgo more rancdbmly andfrequently,
thestability of variousLDAs depedsonwhethettheparaneters
they usecanstill reflectthenetwork condtionsthatcharactere
congstionandor wirelesslosses We expectparameteswhich
represehstatisticallimits of an entire connetion, e.g.,Tin,
r0ttmin, andrott,, .., might needto be “refreshed”from time
totime, i.e.,representindimits notof awholecomection but of
ashortemeriodinstead However, to answetthis questim satis-
factorily, moreextensieresearclis needd whichis beyondthe
scopeof this paer.

Otherqueling policies. It would be interestingto studyhow
thesel.DAs perfam whenquetng policiesotherthanDropTail
are usedat the intermediateroutes, e.g., RandormEarly-Drop
(RED).Basednourundestandingof eachLDA, weexpectthat
REDwouldnothaveary significantimpad ontheBiaz schemes
but couldhurttheperfomanceof both Spike andZigZag Thor
oughinvestigdionsof theeffectsontheLDAs by RED andother
gueuirg policiesareleft for future research

X. CONCLUSION

In this papemwe evaluatedthreebasealgorittmsfor differen-
tiating congestiorandwirelesslossesfor usewith congestion-
sensitve video transpor protacols. The Biaz algorithns per
form well (in isolation)on the wirelesslasthop (WLH) topd-
ogyfor whichthey weredesignedbut losetheirability to differ-
entiatewhenthe wirelesshottlene& link hascompetition from
otherflows. The Spike algoithm perfamswell in the wireless
backlone (WB) topolayy, particdarly whenthereare compé-
ing flows. The ZigZagalgoithm, a new algorithmwe propose
in thepaperhasrelatively consistenperformane acrosdiffer-
enttopdogies,competition, andfairnessscenaris, but its per
formanceis sensitve to its sendingate.

Generallyspeaking,we find that LDAs basedupon paclet
inter-arrival times (Biaz and mBiaz) do not behae well when
thereis compeition for the bottlereck wirelesslink, and are
only suitablefor a particulartopolagy and no competition on
thewirelesdink. TheLDAs basediponROTT (Spike, ZigZag)
however, areableto correlatecongestionwith particularlosses
much more accuratly acrossa wide range of scenarios,al-
thoudh they may have relatively high wirelessmisclassification
ratesin particula situations.
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Basedon the insight we obtaired evaluaing the basealgo-
rithms, we thenproposeda hybrid schemeZBS, thatchosesa
differentbasealgorithmbestsuitedto the currert network con-
ditions. Thechdce is mainly basedn therelatiorshipbetween
theinter-arrival time andits minimum. Thehybrid hasexcdlent
perfamanceacrossothtopolagies,regadlessof thenumter of
competingflows, while striking a goad balancebetweerperfa-
manceandfairness.

Finally, we discussethe computationalcomgexity andother
implemenation issuesof the LDAs. We shaved thatthe com-
plexity of the LDAs is comparableto that of the undelying
TFRCalgorithm
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