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Abstract—A robust coded scheme for progressive multimedia
transmission is proposed for additive white Gaussian noise, flat
Rayleigh fading channels, and frequency-selective channels us-
ing different unequal error protection methods in combination.
Hierarchical modulation is coupled with a packetization/
combining strategy and an efficient channel encoder consisting
of a cyclic redundancy check outer coder concatenated with an
inner rate-compatible punctured convolutional coder. Distortion-
optimal hierarchical parameters are jointly chosen with the set of
channel coding parameters on a packet-switched wireless network
with fixed length packets. A lower bound for the performance
improvement of the proposed system is derived and shown to give
significant gains at lower packet sizes and higher transmission
rates. The proposed system is also shown to outperform several
existing schemes for realistic wireless channels.

Index Terms—Hierarchical modulation, image coding, joint
source channel coding (JSCC), link breakage, packetization, pro-
gressive source transmission, unequal error protection (UEP).

I. INTRODUCTION

IN PROGRESSIVE bit streams, the significance of bits
decreases with each successive bit. Due to the embedded

coding structure, compressed data exhibit different error sensi-
tivities in different parts of the progressive bit stream and are
often very vulnerable to channel errors. Forward error correc-
tion (FEC) can be used to address this problem in the absence of
feedback with lower code rates for the beginning of the stream
and higher rates later on to provide unequal error protection
(UEP) to the bits of unequal importance. This is usually called
joint source channel coding (JSCC). JSCC-only mechanisms
are extensively considered in the literature for progressive cod-
ing. In [1] and [2], UEP is provided with nonuniform channel
codes for different parts of the encoded image. In [3]–[5], rate
compatible punctured convolutional (RCPC) channel codes,
turbo codes, and low-density parity check (LDPC) codes are
applied to source packets to improve the performance of
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memoryless channels. RCPC codes are also considered in [6]
by applying different channel code rates for different kinds
of bits (e.g., sign bits, wavelet coefficient bits, etc.) of set-
partitioning-in-hierarchical-trees (SPIHT) [7] encoded data.
However, those studies consider simple channel models such as
binary symmetric channels (BSCs) or additive white Gaussian
noise (AWGN) with a binary alphabet. Studies such as [8]
divide the UEP task between both the channel encoder and
the modulator to help reduce the convolutional coding com-
plexity and provide unequal protection using a single code
rate for the transmission. More recently, studies such as [9]
considered modulation-assisted UEP-LDPC codes to achieve a
good tradeoff between reliability and spectrum efficiency using
a three-level LDPC code and a quadrature phase-shift keying/
16 quadrature amplitude modulation (QAM) mapping for UEP.
In addition, JSCC is considered in an orthogonal frequency-
division-multiplexing setting in [10] to combat intersymbol
interference (ISI) and is combined with space time codes in [11]
to provide diversity gains.

Hierarchical modulation is yet another popular strategy to
provide UEP. It has been included in various standards [12] and
used to give unequal transmission reliability to high priority
(HP) and low priority (LP) bits [13]–[15]. Fig. 1 illustrates
several hierarchical constellations, where the hierarchical pa-
rameter α adjusts the distances of the symbol points in the
constellation. As shown in Fig. 1, α is the ratio of the distances
of the symbols to the origin on one side of the constellation.
In going from one constellation to another, we change α so
that HP bits and LP bits will have different error probabilities.
Hierarchical 16-QAM (H-16QAM) and hierarchical 64-QAM
(H-64QAM) are simple extensions to H-4PAM and H-8PAM,
respectively, by considering in-phase and quadrature compo-
nents as two independent constellations. We usually constrain
the average bit energy Eb to be the same for any α. The idea
of hierarchical modulation combined with progressively com-
pressed signals is not new. In [14], the authors consider hierar-
chical modulation and progressive image layers encoded using
an adaptive discrete cosine transform. Hierarchical modulation
is used without channel coding in wireless relay networks in
[16] and is shown to yield good unequal protection capability.
Adaptive modulation is considered in [17] and [18] within the
framework of JSCC. In addition, [19] considers both hierarchi-
cal modulation and channel coding to provide UEP for two-
layer video transmission. The unequal protection is achieved
by one of the UEP mechanisms while respecting the delay lim-
itations of the transferred video. To the best of our knowledge,
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Fig. 1. Hierarchical modulation. (a) 4PAM (α1 = 3, top), H-4PAM [α2 = 2, α = 1.5, middle two)], and binary phase-shift keying to which it collapses when
αi = 1 (bottom). (b) Hierarchical 16QAM (H-16QAM) can be considered as two independent H-4PAM signaling as the in-phase and quadrature components of
the original constellation. We keep Eb constant across all constellations.

Fig. 2. Baseline system model with related block diagrams. Explanation for each block is given in the text. System is adaptive according to channel conditions.

the proposed work is the first study that combines hierarchical
modulation, JSCC and packetization together in a distortion
optimal way and addresses their interaction in a progressive
transmission scenario.

A problem with JSCC is that adding more redundancy con-
strains the available bandwidth for the source bits. In contrast,
hierarchical modulation can provide UEP without constraining
the bandwidth. Although progressive multimedia sources can
be protected using each method separately, in this study, we will
show combining channel coding with hierarchical modulation
can take advantage of both. We consider RCPC codes, but
the proposed methodologies can be applied to more powerful
codes, such as turbo and LDPC codes, for improved perfor-
mance using iterative decoding algorithms, at the expense of
complexity. We finally note that some of the gains reported
in [4] and [5] compared with [2] and [6] can be attributed to
the superiority of capacity-achieving codes over conventional
coding schemes rather than strictly attributing the gains to the
manner in which the FEC is deployed.

The main contribution of this study is to address how to
combine different UEP mechanisms effectively in a progressive
transmission scenario for different wireless channel models for
a given bandwidth constraint. A novel packetization strategy
is introduced to combine encoded packets of different im-
portance levels through hierarchical modulation to provide a

more flexible system than existing coded transmission schemes.
We consider a single-carrier system to transmit fixed-length
packets (but variable payload size within the packet). We ini-
tially consider AWGN and slowly varying flat Rayleigh fading
channels and then extend some of the simulation results to
frequency-selective channels with equalization. We show that
different UEP methods can be combined to provide enhanced
progressive source transmission using efficient combining
strategies.

The remainder of this paper is organized as follows: In
Section II, the system model is described in detail. In
Section III, different bit-to-symbol assignment strategies are
summarized. In Section IV, hard decision upper bounds for
coded hierarchical modulation are given, and the optimization
problem is constructed and solved. A lower bound is derived for
the performance improvement of the proposed system. Some
of the performance results for memoryless channels are given
at the end of the section. Section V discusses a frequency-
selective channel that models a link breakage scenario and
introduces ISI. Finally, conclusions follow in Section VI.

II. SYSTEM MODEL

A block diagram of the progressive transmission system is
shown in Fig. 2. A progressive source encoder produces the
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Fig. 3. Two different assignments of packetized bits to symbols (out of
∏(N/2)−1

i=1

(
N−2i

2

)
different possible ways) in a progressively encoded source. Pi: ith

chunk of information. Although CRC and parity blocks of bits are shown to be of equal size, the optimization can allocate different numbers of information and
parity bits for each packet.

bit stream. A decoder implemented at the encoder reconstructs
the compressed source and extracts the rate–distortion charac-
teristics. The distortion dl that results upon receiving packets
up to and including packet l is determined. We use mean square
error (MSE) as our distortion metric. The physical meaning of
MSE is the cumulative squared error between the reconstructed
image at the receiver and the original image. In particular, dl is
given by

dl =
1

LxLy

Lx∑
k=1

Ly∑
s=1

|I(k, s) − Rl(k, s)|2. (1)

where Lx and Ly are the horizontal and vertical sizes of the
image in pixels, I(k, s) is the original image pixel value at
(k, s), and Rl(k, s) represents the reconstructed image pixel
value using only the first l packets of the encoded packet stream.

We denote the set of bits that are in the lth packet Pl and the
sets of bits in the first and second halves of the packet stream
P′
∪ =

⋃N/2
l=1 Pl and P′′

∪ =
⋃N

l=(N/2)+1 Pl, respectively. N is
the total number of packets in the image, assumed to be even.
Two bytes of cyclic redundancy check (CRC) is appended to
the b

(l)
s bits of information for Pl, where l = 1, 2, . . . , N , along

with m additional bits to flush the memory and terminate the
decoding trellis in the all-zero state. A total of b

(l)
s + 16 + m

bits are then encoded using RCPC code rate ωl for packet l.
Packets are ordered and modulated using one of the packe-
tization and hierarchical modulation techniques described in
Section III. Finally, the output symbol stream is sent through
the wireless channel. Perfect channel state information (CSI)
is assumed at the receiver. It is used to determine the optimal
parameters of the system. Finally, the hierarchical demodulator
receives the optimized parameter information, demodulates the
incoming symbols, and decodes the codewords using a Viterbi
decoder. In the proposed setting, the receiver is assumed to feed
the channel parameters back to the transmitter over a reliable
channel. In practice, the channel parameters are encoded with
heavy protection and placed in packet header sections. We
assume that there is no significant loss in throughput due to the
transmission of the CSI.

We define the vectors d := [d0 d1, . . . , dl, . . . , dN ] and r :=
[R1, R2], where R1 and R2 are the code rates of the first and
second halves of the packets. In other words, we use R1 for the

bits in P′
∪ (ωl = R1 for l = 1, . . . , N/2) and R2 to protect the

bits in P′′
∪ (ωl = R2 for l = N/2 + 1, . . . , N ). As will be clear

in Section III, the packetization and combining strategy using
only hierarchical modulation puts a natural constraint on the bit
error rate (BER) performance of the bits in P′′

∪ and P′
∪. That is,

once a hierarchical parameter is selected to achieve the target
HP BER, it will also determine the LP BER. The idea of using
two different channel code rates is to alleviate this constraint
and make the system more flexible in terms of assigning target
BERs.

We use a finite discrete set of RCPC codes Cr = {c1, c2,
. . . , cn} [20]. Our system uses packets of ν bits with code rates
R1 = a1/b1 and R2 = a2/b2, with g.c.d{a1, b1} = g.c.d{a2,
b2} = 1. The following procedure is used to determine the
packet size, given R1 and R2. We begin with a nominal
value νm. If νm is divisible by l.c.m.{b1, b2}, then the packet
size ν = νm is used. Otherwise, we use ν = �νm/l.c.m.{b1,
b2}�l.c.m.{b1, b2}, where �.� is the floor function. For a given
transmission rate rtr in bits per pixel (bpp), the number of pack-
ets is N = �(rtr × Lx × Ly)/ν�even, where �.�even rounds
down to the nearest even integer. The source rate rs in bpp is
given by rs =

∑
l b

(l)
s /Lx × Ly , where b

(l)
s = νrl − 16 − m.

For a given r, first, d is determined and used in our
optimization algorithm to construct the optimal hierarchi-
cal parameters (α∗ := [α∗

1, α
∗
2, . . . , α

∗
N/2]). Then, we optimize

over all possible (R1, R2) to find r∗ = [R∗
1, R

∗
2]. The opti-

mal parameters {α∗, r∗} are chosen to minimize the recon-
structed source distortion at the receiver, as will be discussed
later.

III. BIT-TO-SYMBOL ASSIGNMENT METHODOLOGIES

Different bit-to-symbol assignment strategies will be called
packetization [21]. We consider two combining strategies:
1) folded packetization FP and 2) sequential packetization SP .
As shown in Fig. 3(a), for FP , αi with i = 1, 2, . . . , N/2 is
used to combine bits in Pi and PN−i+1. This means that for
z = 1, . . . , ν, the zth bit of Pi and the zth bit of PN−i+1 are
encoded together using, say, the H-4PAM (αi) constellation
to produce the modulated symbols. We use hierarchical pa-
rameters {αi ∈ R : αi ∈ [ti, ui]}, where ti and ui are lower
and upper bounds, respectively, for αi. For SP , as shown in
Fig. 3(b), α(k+1)/2 is used to combine bits in Pk and Pk+1,
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where k = 1, 3, 5, . . . , N − 1. The assignment strategy for FP
is originally used in [22] and is called packet reversed packet
combining in [23], where the bits are encoded using XOR

operation (bit combining). The idea was to correct bit errors in
automatic repeat request (ARQ) through multiple transmissions
of the same message. The same assignment strategy is utilized
in conjunction with hierarchical modulation in [24]. It is used
with channel coding and hierarchical modulation in [25] for
AWGN and flat Rayleigh fading channels.

An error in a progressive coded bit stream leaves the re-
maining part of the stream undecodable [2], [3], [7]. Therefore,
in case of an error, the encoded stream is truncated, and the
decoded packets are used to reconstruct the source. If we
consider fixed length packets, then the number of information
bits (b(l)

s ) within each packet varies based on the channel code
rate used. The optimized system assigns the set of hierarchical
parameters α∗ to determine the relative reliability among the
packets. Previous UEP JSCC techniques protect the progressive
stream using a discrete set of channel code rates. If the optimal
protection can be provided with a code that falls in between
two available code rates in the set, then the closest one is
chosen to protect the packet [2]. In our system, UEP is flexibly
provided using both a discrete code set and continuous-valued
hierarchical parameters throughout the progressive bit stream.

IV. PERFORMANCE ANALYSIS

In this section, we describe the distortion minimization
framework for our system and give packet error rate (PER)
expressions for RCPC codes. A lower bound for the system
performance improvement over equal error protection (EEP) is
analytically derived, and numerical results are given to support
the argument. We assume ideal coherent detection and perfect
CRC error detection.

Let ρl(γ) be the average bit error probability for the lth
packet as a function of γ = Eb/N0, where Eb is the average bit
energy, and N0 is the power spectral density of the noise, and
assume the all-zero codeword is transmitted. For a given code
rate β ∈ Cr, let δ(β) represent the distance to the all-zero code-
word of the path being compared with the all-zero path at some
node in the trellis. For a BSC with crossover probability ρl(γ),
the probability of selecting the incorrect path is given by [28]

P l
δ(β)

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∑δ(β)

j= δ(β)+1
2

(
δ(β)

j

)
(1−ρl(γ))δ(β)−j ρj

l (γ), if δ(β) odd∑δ(β)

j= δ(β)
2 +1

(
δ(β)

j

)
(1−ρl(γ))δ(β)−j ρj

l (γ)

+
(
1
2

)
δ(β)

δ(β)/2
(1−ρl(γ))δ(β)/2 ρ

δ(β)/2
l (γ), if δ(β) even.

(2)

The number of distinct values of P l
δ(β) is equal to the

number of different BERs that can be provided by the hierar-
chical M -ary constellation. For example, in 4-PAM, we need
to compute (2) for two BERs, which are given for AWGN
(ρHP (α, γ), ρLP (α, γ)) in (3) and (4), shown below, and for

flat Rayleigh fading channels (ρHP
Ray(α, γ), ρLP

Ray(α, γ)) in (5)
and (6) [26], shown below, i.e.,

ρHP (α, γ) =
1
2

[
Q

(√
8γ

(1 + α2)

)
+ Q

(√
8γα2

(1 + α2)

)]
(3)

ρLP (α, γ) =
1
2

+
1
2

1∑
s=0

1∑
m=0

(−1)s+m

× Q

([
(−1)s(1 + α)

2
+ αm

]√
8γ

1 + α2

)

where Q(x) =
1√
2π

∞∫
x

e−
z2
2 dz (4)

ρHP
Ray(α, γ, σ) =

1
2
− 1

4

√
λ

1 + λ
− 1

4

√
α2λ

1 + α2λ

where λ =
8σ2γ

(1 + α2)
(5)

ρLP
Ray(α, γ, σ) =

1
2

+
1
2

1∑
s=0

1∑
m=0

(−1)s+m

⎛⎝1
2
− sgn(Ω̃)

2
√

1 + 1

γ̂

⎞⎠
where Ω̃ =

(−1)s(1 + α)
2

+ αm, γ̂ = Ω̃2λ.

(6)

Depending on the symbol sent, the BERs for a particular bit
location can be quite different. For example, using H-4PAM, we
can have different BERs for HP bits, depending on the values
of α and the LP bits. We use ε1 to denote the BER for the HP
bit if the LP bit is 0, and ε2 denotes the BER for the HP bit if
the LP bit is 1, where (ε1, ε2) can be given for AWGN and flat
independent Rayleigh channels as [26]

(ε1, ε2) =

⎧⎪⎨⎪⎩
AWGN :

(
Q

(√
8γ

1+α2

)
, Q

(√
8γα2

1+α2

))
Rayleigh :

(
1
2 − 1

2

√
λ

1+λ , 1
2 − 1

2

√
α2λ

1+α2λ

)
where λ = 8σ2γ/(1 + α2), γ(= Eb/N0) is the average signal-
to-noise ratio (SNR) per bit, α is the hierarchical parameter,
Q(z) = (1/

√
2π)

∫∞
z e−(x2/2)dx, and σ is the parameter of

the Rayleigh probability density function, which is given by
f(x;σ) = (x/σ2)e−x2/2σ2

.
Note that since the LP bits are equally likely to be 0 or 1,

the average BERs of the HP bits given in (3) and (5) for the
AWGN and flat Rayleigh are simply given by (1/2)(ε1 + ε2).
Thus, the channel to which the bits of the H-4PAM symbol are
exposed can be modeled as a two-state channel with transition
probabilities 0.5, 0.5, where the channel in one state is a BSC
with crossover probability ε1, and the channel in the other state
is a BSC with crossover probability ε2. We can also generate
a similar set of error probabilities for LP bits. It can be shown
that (2) is applicable for M -ary hierarchical modulation, if the
channel for each bit location can be modeled as a two-state
channel [27].
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A. PER Approximation

Let us define (Q
l
b) to be the union bound for the average

bit error probability for the bits in packet l [28]. Using the
formulation in [29], the PER for packet l (PERl) can be upper
bounded by

PERl ≤ 1 −

⎛⎝1 − 1
p

∞∑
δ(β)=δfree

cδ(β)P l
δ(β)

⎞⎠bl
s

(7)

where p is the puncturing period, δfree is the free distance of
the code, and cδ(β) is the coefficient of the bit input weight
enumeration function of a given code β ∈ Cr [20].

In this formulation, the bounds derived can be very loose, es-
pecially at low SNR values. Therefore, we use a nonlinear least
square regression (NLSR) technique to approximate PERl in

(7). For packet l, the approximation is P̂ERl = 1 − A∗eB∗×Q
l
b ,

where A∗ and B∗ are parameters chosen according to the
following criterion:

(A∗, B∗)

= arg min
A,B∈R

⎧⎨⎩
s∑

j=1

∣∣∣∣PER
(γj)
l −

(
1 − A × eB×Q

l
b

(γj)
)∣∣∣∣2

⎫⎬⎭
(8)

where s is the number of SNR values used in the approximation,

and PER
(γj)
l is the average PER for packet l, meaning the

expected value of the random variable that is the outcome
of a Monte Carlo simulation at each average SNR γj . Note
that the actual PER is a random variable since, averaged over

all the channel and noise realizations, the PER
(γj)
l is defined to

be the number of packets in error divided by the total number

of packets received at an SNR γj . In addition, Q
l(γj)
b is the hard

decision upper bound for the bit error probability evaluated at
each γj . Finally, {γj}s

j=1 is the set of average SNR values we
use to apply NLSR to have a good functional approximation

to the simulated average PER values ({PER
(γj)
l }s

j=1) over
the range [min{γj},max{γj}]. Based on our experimental
observation, s = 10 for the SNRs of interest yields an accurate
estimate [i.e., A∗ and B∗ of the functional approximation
in (8)].

For example, we simulated coded conventional 4PAM and
16QAM (i.e., α = 3) using FP and a packet size of 450 bits
with the code rate β = 1/2 and plot PER versus SNR per bit
(see Figs. 4 and 5) for both HP and LP packets, assuming
the same average power per constellation. The NLSR better
matches the simulation results for the range of SNRs of interest.
This functional approximation will be helpful later in formulat-
ing the cost function, which needs to be minimized.

B. Construction of the Optimization Problem

For a given γ and r, we want to select vector α∗ so as to
minimize the expected distortion Dα. Assuming independent

Fig. 4. Proposed NLSR versus simulation results and upper bounds derived in
this paper for both HP and LP priority classes using 4PAM and an RCPC code
rate β = 1/2.

Fig. 5. Proposed NLSR versus simulation results and upper bounds derived
in this paper for both HP and LP priority classes using 16QAM and an RCPC
code rate β = 1/2.

packet losses, it can be shown that Dα can be expressed (for
both FP and SP ) as [30]

Dα =
N∑

l=0

P̂ERl+1

l∏
i=0

(1 − P̂ERi)dl

= d0 −
N∑

l=1

l∏
i=1

(1 − P̂ERi)Δl (9)

where P̂ERl+1

∏l
i=0(1 − P̂ERi) is the probability of having

the first l packets correct, and we have an error in the (l +
1)th packet, and Δl = dl−1 − dl ≥ 0 is the amount that the
distortion is reduced by having the lth packet received error
free, given that all the previous l − 1 packets were reliably
received. We define P̂ER0 = 0 and P̂ERN+1 = 1. Note that

P̂ERl depends on the average BER bound (Q
l
b), which is a
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Fig. 6. Functional flow diagram of the proposed optimization scheme.

function of the channel code rate and the hierarchical modu-
lation parameters. Our optimization problem is given by

min
r

ωl∈Cr
l=1,...,N

{
min

αi
i=1,...,N/2

Dα

}
subject to ti ≤ αi ≤ ui (10)

where ti ∈ R and ui ∈ R are lower and upper bounds for the
hierarchical parameter αi, respectively. Since we have d0 ≥ 0,
we can rewrite the previous expression using (9) as

min
r

ωl∈Cr
l=1,...,N

{
min

αi
i=1,...,N/2

{
N∑

l=1

ξωl,lΔl

}}
s.t. ti≤αi≤ui (11)

where ξωl,l = −
∏l

i=1(1 − P̂ERi).

C. Optimization of Hierarchical Parameter Set α

Starting with the discrete code set, for each choice of r, we
optimize the hierarchical parameters for that value of r. After
exhausting all the values of r in the set, we obtain the optimal
code rate vector r∗ with the corresponding optimal hierarchical
parameters that give the minimum distortion. More specifically,
for each r, we determine α∗ by solving (10). Note that it would
be possible to approach this iteratively: for a given r, find the
corresponding optimal α∗, and then given α∗, determine r∗

by solving (10) for r, etc. However, we avoided this iterative
approach because it can result in a local minimum and be
complex.1 Instead, for each element of a constrained set of code
rates, we solve for α∗ and in the end obtain the global optimum.

Using (11), our optimization problem is given by

min
r

ωl∈Cr
l=1,...,N

{
min

αi
i=1,...,N/2

{
N∑

l=1

ξωl,lΔl

}}
s.t. gl ≤ xl (12)

1Since the number of code rates in Cr is discrete, the latter optimiza-
tion procedure is an integer programming which is computationally complex
(NP-hard).

where

gl =
{

αl 1 ≤ l ≤ N/2
−αl−N/2

N
2 + 1 ≤ l ≤ N

xl =
{

ul 1 ≤ l ≤ N/2
−tl−N/2

N
2 + 1 ≤ l ≤ N.

The Lagrangian function of (12) can be written as [31]

ΛD(α) = Λ(α1, α2, . . . , αN/2, λ1, . . . , λN )

=
N∑

l=1

ξωl,lΔl − λl(gl − xl) (13)

where the parameters λ1, λ2, . . . , λN are the Lagrange
multipliers. The unconstrained minimization problem is
minr minα{ΛD(α)}. The necessary conditions for our op-
timization problem are given by the Karush–Kuhn–Tucker
(KKT) conditions

∇ΛD(α∗) =

[
∂ΛD

∂α∗
1

, . . . ,
∂ΛD

∂α∗
N/2

,
∂ΛD

∂λ∗
1

, . . . ,
∂ΛD

∂λ∗
N

]
= 0

(14)

with λ∗
l (g

∗
l − xl) = 0, λ∗

l ≥ 0, and ti ≤ α∗
i ≤ ui. We use nu-

merical approaches to solve the set of nonlinear equations in
(14) for the α∗ that minimizes Dα [32]. In addition, in [33],
the KKT conditions are derived in a similar to the way we
derive our KKT conditions for a convex cost function and
convex constraints. Descriptions of the system components as
well as the optimization procedure given in Sections II–IV are
summarized in a diagram in Fig. 6.

D. Lower Bound on the Performance Improvement of the
Proposed System

We denote the general hierarchical parameter set α := {αi ∈
R}N/2

i=1 and use αa := {αi = a}N/2
i=1 when all the hierarchical
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parameters have the same real value a ∈ R. For example, α3

means that all the hierarchical parameters have the value 3;
this corresponds to conventional modulation. As a baseline for
comparison, we consider an EEP scheme that uses SP and
conventional modulation, i.e., α3.

Proposition 1: We can order the expected distortions of the
systems as follows:

E
[
DSP (R∗, R∗,α3)

]
≥E

[
DFP (R∗, R∗,α3)

]
≥E

[
DFP (R∗

1, R
∗
2,αα∗)

]
≥E

[
DFP (R∗

1, R
∗
2,α

∗)
]

(15)

where Dj(R1, R2,α) is the distortion using packetization j ∈
{SP, FP}, channel code rates R1 and R2 for the first and sec-
ond halves of the packet stream, respectively, and hierarchical
parameter set α. The EEP system uses R∗ as the single optimal
code rate. For the system that uses FP and a single optimal
hierarchical parameter α∗, (R∗

1, R
∗
2) is the optimal rate pair, and

αα∗ is the vector of identical hierarchical parameters α∗.
Proof: The second inequality in (15) follows because

optimal parameters (R∗
1, R

∗
2,αα∗) minimize the expected dis-

tortion. The third inequality arises because we increase the
parameter space from 3 to (N/2) + 2 and optimize each
parameter value. Therefore, we need to show only the first
inequality in (15).
We show in the Appendix that

ΔDN (α3; Ω) Δ= E
[
DSP (R∗, R∗,α3)

]
−E

[
DFP (R∗, R∗,α3)

]
≥ 0. (16)

�
We define the total distortion measure D

j
N (α;A) :=

−
∑

l∈A
∏l

i=1 PiΔl using only the bits in a given set A and us-
ing packetization j ∈ {SP, FP} in an N -packet error protec-
tion scheme, where α = [α1 α2, . . . , αN/2]. In addition, Pi =
1 − P̂ERi is the probability of receiving packet i reliably. From
(9), for packetization j, we have Dα = d0 + D

j
N (α; Ω), where

Ω = P′
∪
⋃
P′′
∪. Finally, the peak SNR (PSNR) gap (ΔPSNR)

between systems using FP and SP is given by

ΔPSNR
Δ= 10 log

2552

E [DFP (R∗, R∗,α3)]

− 10 log
2552

E [DSP (R∗, R∗,α3)]

= 10 log
2552

d0 + DFP
N (α3; Ω)

− 10 log
2552

d0 + DSP
N (α3; Ω)

= 10 log
d0 + DSP

N (α3; Ω)
d0 + DFP

N (α3; Ω)

= 10 log
d0 + DSP

N (α3; Ω)
d0 + DSP

N (α3; Ω) − ΔDN (α3; Ω)
≥ 0

(17)

Fig. 7. HP and LP BER performances using uncoded and coded (r = 1/2)
conventional 4PAM/16QAM for AWGN channel.

where ΔDN (α3; Ω) = DSP
N (α3; Ω) − DFP

N (α3; Ω) =
E[DSP (R∗, R∗,α3)] − E[DFP (R∗, R∗,α3)] ≥ 0 by Proposi-
tion 1. From (15), we have

E
[
DSP (R∗, R∗,α3)

]
− E

[
DFP (R∗

1, R
∗
2,α

∗)
]

≥ E
[
DSP (R∗, R∗,α3)

]
− E

[
DFP (R∗, R∗,α3)

]
= ΔDN (α3; Ω) ≥ 0. (18)

Thus, ΔPSNR is a lower bound for the performance improve-
ment of the proposed system over the EEP scheme.

E. Numerical Results for Memoryless Channels

Our first simulation demonstrates the average BER perfor-
mances of different packetized bit-to-symbol assignments. We
present simulation results for the coded cases and numerical
computation of BER expressions for the uncoded case. We
consider both H-4PAM and H-16QAM, and assume the same
average power per constellation. Figs. 7 and 8 show the perfor-
mance of different packetization schemes using conventional
modulation. There is a BER gap between uncoded HP bits and
LP bits, which is inherent to PAM signaling and, therefore,
to higher QAM constellations. This gap widens when we use
lower channel code rates, because parity bits are also protected
unequally. There is no gap in SP because the average HP BER
is equal to the average LP BER.

Next, we apply code rates R1 and R2 for the first and second
halves of the total packet stream i.e., r = [R1 R2]. We initially
use νm = 450 bits (we will later look at different values of
νm) and the RCPC code set with constraint length K = 7 from
[20]: The code rate set is Cr = {8/9, 4/5, 2/3, 4/7, 1/2, 4/9,
2/5, 4/11, 1/3, 4/13, 2/7, 4/15, 1/4}. A CRC code from [3]
is used for error detection. Standard grayscale (8 bpp) images
Lena(512 × 512), Barbara(512 × 512), Goldhill(512 ×
512), Peppers(512 × 512), and Baboon(512 × 512) are en-
coded using the SPIHT and JPEG2000 [34] algorithms. For
space limitations, we only show the results for Lena and
Barbara using SPIHT. For the other images, the proposed
scheme shows similar performance gains. The transmission rate
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Fig. 8. HP and LP BER performances using uncoded and coded (r = 1/3)
conventional 4PAM/16QAM for AWGN channel.

rtr is 0.25 bpp. For roughly 104 different channel realizations,
we simulate the system/s to obtain MSE values. We then
average the MSE values before converting to average PSNR.
In the proposed system, hierarchical parameters and channel
code rates are found by solving the optimization problem. We
introduce the following systems:

1) seqConv1: SP , conventional modulation. One optimal
code rate chosen from Cr;

2) foldConv1: FP , conventional modulation. One optimal
code rate chosen from Cr;

3) foldHier1: FP , hierarchical modulation (α∗). One opti-
mal code rate chosen from Cr;

4) foldHier2: FP , hierarchical modulation (α∗). Two opti-
mal code rates chosen from Cr.

We ignore the other four combinations: 1) seqConv2;
2) seqHier1; 3) seqHier2; and 4) foldConv2. First of all, com-
bining SP and hierarchical modulation is not useful because
consecutive packets bear almost the same significance in terms
of end-to-end distortion. In addition, by switching from SP
to FP , foldConv2 gives a lower distortion than seqConv2.
Finally, note that foldConv2 is a special case of foldHier2 when
α = α3. Thus, the performance of those systems is not shown.

Note that seqConv1 is an EEP scheme because it assigns a
fixed average BER (which corresponds to α3) for every pair of
packets. Fig. 9 shows the performance of various systems. The
UEP schemes always perform better than the EEP scheme. The
nonconcave behavior of these curves is a consequence, at least
in part, of Cr being discrete. In addition to this constraint, our
design constraint is that the α values determine the BER for
each packet in the first and second halves of the packet stream
simultaneously. However, the foldHier2 system somewhat alle-
viates both constraints by employing two different code rates
for the two halves of the stream. We also observe a slight
performance improvement when we use more than two channel
code rates at the expense of greater complexity.

The optimal hierarchical values α∗ as a function of packet
index (PI) are plotted in Fig. 10 for the first half of the stream.
The figure shows that α1 ≤ α2 ≤ · · · ≤ αN/2, meaning that

Fig. 9. Performance of different systems for an independent flat Rayleigh
fading channel. JSCC EEP is also drawn for comparison. This figure uses the
approximate PER expressions obtained by nonlinear regression for both Lena
and Barbara images.

Fig. 10. Optimal hierarchical parameters (α∗) for different channel code rate
pairs at SNR = 7 dB for an AWGN channel. It also shows the corresponding
calculated values of MSE. (2/3, 2/5) is the optimal code rate pair.

earlier packets in the stream are more heavily protected by the
hierarchical modulation. The discrete nature of the code set is
the cause of nonuniform gains going from one UEP scheme
to another, and the cause of different gains at different SNRs.
At low SNRs, the gap between the curves becomes more pro-
nounced as UEP is more effective when the channel degrades.

Another interesting observation is that R1 ≥ R2 for fold-
Hier2. However, in a JSCC-only UEP scheme [2], we would
expect R1 ≤ R2 [30], i.e., we would expect to protect the first
part more heavily than the second part. This is not the case when
JSCC is used with hierarchical modulation simply because the
hierarchical parameters adjust themselves to protect the bits of
the first half more than the bits of the remaining half. As long
as these parameters are able to compensate for the decreased
protection due to the FEC, R1 ≥ R2 can improve the system
performance by allocating more information bits in the first
half of the packets, where the favorable hierarchical modulation
parameters ensure their reliable transfer. This leads to better
reconstruction quality.
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Fig. 11. PER assignment among the packets of α-adaptive system can provide hundreds of different UEP levels, whereas UEP achieved by packetization provides
only two layers of unequal PERs.

Fig. 12. Proposed system using H-4PAM, H-16QAM constellations, and the
corresponding upper bounds for PERl given in (7) in the formulation of the
cost function instead of using the approximation P̂ERl, l = 1, 2, . . . , N and
the optimal values in (8). Since upper bounds give higher PERs compared with
the approximation we use, those PSNR performance curves can be thought of
as lower bounds for the actual performance of the proposed system.

In Fig. 11, PER as a function of PI number is shown at
SNR = 10 dB with both the optimal pair of codes and one
with reverse order. The case where R1 ≥ R2 is seen to protect
almost all the packets better than the R2 ≥ R1 case. Finally,
the system can provide as many UEP levels as the number of
packets, although the system uses only two code rates. The step
jump for foldConv1 is due to the natural BER gap between HP
and LP bits when we use α3 and the channel coding (since
the channel coding increases this gap). On the other hand, the
step jump in the system using code rate pair (2/3, 8/9) is due
to the different channel code rates with different protection
capabilities. In addition, for this system, adaptive hierarchical
parameters cannot compensate for the performance gap due
solely to channel coding. In foldHier2, however, this gap due
to different channel code rates is compensated with adaptive

Fig. 13. Performance upper bound is calculated for different transmission
rates (in bpp) and packet sizes, illustrating the effect of transmission rate and
packet size on the proposed system.

hierarchical parameters, and we observe no step jump in the
PER performance.

We have also considered the H-16QAM constellation.
To begin, we choose rtr = 0.15 bpp for H-4PAM and let
the two constellations have the same average power. Since
H-16QAM transmits twice the number of bits of H-4PAM in
a given unit time, the effective transmission rate is doubled,
i.e., rtr = 0.3 bpp for the H-16QAM system. Fig. 12 shows the
foldHier1 system using different hierarchical modulations for
an independent flat Rayleigh fading channel.

Finally, we present the numerical calculation results of the
performance improvement lower bound (ΔPSNR) given in (16)
to find the effect of transmission rate (rtr) in bpp and the packet
size in bits (which previously in this paper were taken to be
0.25 bpp and ∼450 bits, respectively) of the proposed system.
For a flat Rayleigh fading channel using H-4PAM at SNR =
7 dB, ΔPSNR is calculated and plotted in Fig. 13 as a function
of packet size and rtr. The jagged curves are contours along
which ΔPSNR is the same up to four precision digits. The
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reason that the contours are jagged is because the code set is
discrete, and therefore, the system is unable to find the real
number optimal rate, but rather chooses the closest available
code rate. Clearly, as the packet size decreases, the performance
improvement increases because the PER decreases. However,
the PSNR performances of all the compared systems become
lower because of the increased overhead and redundancy intro-
duced by the CRC and channel coding. For example, when ν ≈
200 and rtr ≈ 1, ΔPSNR ≈ 4.27 dB, yet the EEP system has
PSNR = 25.5 dB, which is very low quality, and the UEP due
only to packetization has PSNR = 30 dB, which is significantly
better, but still not high quality. In addition, at small enough
packet sizes, the performance improvement is small because N
becomes large, and both systems use the same optimal channel
code rate. In addition, the performance improvement increases
with the transmission rate for the range of rates considered.

F. Computational Complexity

We experimentally observed the following. For a fixed r,
bit budget constraint B, and packet size ν, the computational
complexity of the optimization procedure [i.e., solving (10)]
grows approximately linearly with the number of optimized
hierarchical parameters (|α|). Note that the most complex
optimization procedure belongs to foldHier2. After running
an exhaustive search for the best code rate, the complexity
of the optimization procedure for foldHier2 grows at most
quadratically in the number of elements in Cr and linearly in the
number of hierarchical parameters (and therefore in the number
of packets). The growth is at most quadratic because, for some
code rates, the numerical optimization tools we use terminate
early in their iterations simply because those code rates are
either too weak or too powerful for a given channel state.

V. PROPOSED SCHEME UNDER

FREQUENCY-SELECTIVE CHANNELS

In this section, we will extend our results from AWGN
and flat Rayleigh fading channels to frequency-selective chan-
nels. We consider a single carrier system for transmitting a
progressive bit stream through a frequency-selective channel.
We use equalization to combat the ISI due to the frequency
selectivity of the channel. We will show that for this channel,
the combining/packetization strategy yields performance im-
provement compared with other UEP schemes and the EEP
scheme introduced in the previous section.

We consider short-distance high-data-rate communications,
where the line of sight (LOS) component of the channel can
be lost through random link breaks. Examples include wireless
Internet connections in malls, airports, and hotels. In capacious
spaces such as these, the multipath delay spread is large, so the
coherence bandwidth is fairly small. At reasonably high data
rates, the required bandwidth would typically exceed the coher-
ence bandwidth, and the channel will be characterized as being
frequency selective. The random link breaks are commonly due
to mobile objects obstructing the transmitter–receiver direct
communication. In malls, airports, and hotels, link breakages
are common because of people walking around. Therefore,

we are interested in considering such scenarios involving both
frequency-selective channels and link breaks.

The symbol duration is assumed to be small enough that
the fading coefficients are constant during the transmission of
a symbol. Since the cost function is difficult to formulate in
closed form, and exhaustive search is not a plausible option,
it is infeasible to optimize all the parameters of the system
for the given frequency-selective channel. Instead, we use the
optimized hierarchical parameters found for a flat Rayleigh
fading case at a given average SNR and then optimize the
channel code rates. In other words, an optimal rate schedule is
found based on a suboptimal hierarchical parameter set for the
given channel model. The performance results will be shown
to give gains of around 1 dB over the EEP scheme and can be
thought of as lower bounds on the performance improvement of
the fully optimized system over the EEP scheme.

A. Channel Model

In multipath channels, paths often arrive in clusters. Our
channel model includes this clustering phenomenon and ran-
dom fading gains with deterministic multipath delays, very
similar to the clustering phenomenon found in IEEE 802.15.3c
[35]. The first tap gain of the channel is given as a mixture
of Rician and Rayleigh distributions to model an abrupt link
breakage. The parameter κ is used to denote the percentage
of time that the LOS link is available. Non-LOS (NLOS)
components are Rayleigh distributed.

The general fading process is a two-component complex
stationary random process for the ith multipath, which is
described as hi(t) = δi,0Γi(t)ejΨi(t) + ãi(t), i = 0, 1, . . . [35],
where Γi(t) is the amplitude of the specular component of
the ith multipath of the fading process, Ψi(t) is the uniformly
distributed random phase of the specular component of the
ith multipath, and ãi(t) is the diffuse fading component of
the ith multipath, which is usually assumed to be a complex
zero-mean Gaussian process with independent in-phase and
quadrature components, each with variance σ2

ai
. We drop the

time dependence hereafter because the channel coefficients are
assumed to be the same during the transmission of any partic-
ular symbol. However, the channel coefficients are allowed to
vary from one symbol to another. The current LOS component
is statistically dependent on the previous state of the LOS
component of the channel. We assume that when there is no
LOS component (Γ0 = 0), the probability of having an LOS
component in the next transmission is p1. Similarly, when there
is an LOS component (Γ0 �= 0), the probability of having no
LOS component in the next transmission is p2.

For the first subpath, we have a Rician distribution, con-
ditioned on Γ0, given by fR(r|Γ0) = (r/σ2

a0
) exp{−(r2 +

Γ2
0)/2σ2

a0
}I0(rΓ0/σ2

a0
), where I0(.) is the modified Bessel

function of the first kind with order zero. In addition, for other
NLOS components (Γj = 0, j = 1, 2, . . .), the Rayleigh distri-
bution for the ith multipath (i = 1, . . .) is given by fx(x) =
(x/σ2

ai
) exp{−(x2/2σ2

ai
)}. The ratio of specular-to-diffuse en-

ergy of the first subpath fading component is defined to be
(K-factor) K = Γ2

0/2σ2
a0

and is usually expressed in decibels.
Since an AWGN channel has a tap gain with power unity,
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Fig. 14. Sample energy decay profile.

we choose the same power constraint on this channel, i.e.,
E[
∑

i |hi|2] =
∑

i E[|hi|2] = 1, where E[.] denotes the ensem-
ble average [28].

Our frequency-selective channel is assumed to consist of
M complex channel coefficients h = [h0, h1, . . . , hM−1]. Let
φi = E[|hi|2] = δi,0Γ2

i + 2σ2
ai

∈ R be the power coefficient
for each subpath. Thus, the power vector is given by φ =
[φ0, φ1, . . . , φM−1], the entries of which satisfy the power
constraint. We use a simplified discrete-time domain repre-
sentation for the impulse response of the channel. The time
axis is divided into M equal time intervals, i.e., each single
multipath component is separated by an integer multiple of 1/B
compared with other multipaths such that M/B ≥ σT , where
σT is the root mean square delay spread of the channel, and B
is the bandwidth of the baseband equivalent signal. Thus, we
write the impulse response as follows:

Θ(τ) =
M−1∑
i=0

hiδ(τ − i/B). (19)

Typical values for the channel parameters can be found in
various specifications for channel models, such as COST 207
[36] or Stanford University Interim [37]. In our model, similar
to [35] and [36], we assume exponential decay of multipath
energy. In modeling it, we assume two clusters, each having
their own decay rate, where the cluster decay is modeled using
an exponential function. One sample profile based on [36] is
shown in Fig. 14, where each subpath is placed at the beginning
of each subinterval. The multipath delay spread is assumed
to be 9/B for this particular case. Finally, the parameter κ
represents the percentage of time that the LOS component is
available. Since we have a two-state Markov chain, it can be
shown that κ = (p1/(p2 + p1)) × 100.

B. Numerical Results for a Frequency-Selective Channel

We use a nine-tap equalizer at the receiver based on the
minimum MSE (MMSE) criterion to mitigate the effects of ISI
on the overall system performance. We assume perfect CSI at
the receiver, i.e., the channel tap gains are known at the receiver.

TABLE I
SIMULATION PARAMETERS (T : SYMBOL DURATION)

The channel tap coefficients stay the same during a duration of
nine symbols (9T , where T is the symbol duration) and then
change based on their corresponding energy decay profiles. A
summary of simulation parameters (parameter values of ((19))
for each frequency-selective channel is given in Table I.

Based on the estimated channel tap gains and the current
average SNR (= Eb/NoE[|h2

o]), the MMSE equalizer taps
are calculated for each nine-symbol transmission period and
used to equalize the system. Note that when the channel state
changes, the corresponding equalizer tap coefficients are re-
computed immediately according to the new channel state. We
tested three sample channels with the following power decay
profiles [36]:

φ1 = [0.986, 0.0011, 0, 0, 0, 0.012, 0, 0.001] (20)

φ2 = [0.921, 0.065, 0, 0, 0, 0.0117, 0.0018, 0] (21)

φ3 = [0.78, 0.125, 0.047, 0, 0, 0.0321, 0.0164, 0]. (22)

In what follows, we show some simulation results using
RCPC channel codes in conjunction with H-16QAM and folded
packetization for three different channels. We vary Eb/No to
obtain different values of the average SNR, as shown in the
abscissa of each plot. First, in Fig. 15, the decoded BER perfor-
mance as a function of average SNR is shown for channels h1,
h2, and h3, with and without MMSE equalization, using chan-
nel parameters p1 = 0.81, p2 = 0.33, and K = 10 dB, which
is equivalent to κ = 71% LOS availability. The simulations are
run using the optimal code rates that minimize the average
distortion of seqConv1, as shown in the title of each plot. As
can be seen, the equalization improves the system performance
by lowering the HP and LP BERs while preserving the BER
gap in between.

Next, we show some of the results of an image transmis-
sion (512 × 512 grayscale Lena image encoded with SPIHT)
using the channel h3, and compare different packetizations
using H-16QAM at an average received SNR ∼ 13.9 dB and
transmission rate rtr = 0.25 bpp. For better understanding of
the performance, we plot the cumulative distribution function
(cdf) of the PSNR. We also show the average PSNR values in
parentheses.

Since it is infeasible to optimize the hierarchical parameters
of the systems foldHier1 and foldHier2 for the given frequency-
selective channel, we use the optimal hierarchical parameter
values found for the flat Rayleigh fading case. Fig. 16 compares
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Fig. 15. Effect of the equalization for various frequency-selective channels
h1, h2, and h3.

Fig. 16. CDF of PSNR for the frequency-selective channel h3 without link
breakage using equalization.

Fig. 17. CDF of PSNR for the frequency-selective channel h3 without link
breakage using equalization.

the cdf of PSNR performances of the optimal seqConv1 and
foldConv1 and the suboptimal foldHier1 (foldHier1∗) and
foldHier2 (foldHier2∗) systems under the no link breakage
assumption, i.e., p1 = 1, p2 = 0. The figure suggests that by
simply switching the packetization scheme, i.e., going from
seqConv1 to foldConv1, we pick up around 0.3-dB gain in av-
erage PSNR. When we use suboptimal hierarchical parameters
with a single optimal code rate (foldHier1∗), we pick up an
additional 0.2 dB in average PSNR over foldConv1. Finally,
foldHier2∗ gives more than 0.35-dB average PSNR improve-
ment over foldHier1∗. In total, foldHier2∗ improves the average
PSNR performance upon EEP by more than 0.85 dB. Another
observation is that foldHier2∗ gives more than 1-dB PSNR im-
provement over foldConv1 around 13% of the time.

In Fig. 17, we consider the link breakage by setting p1 =
0.81 and p2 = 0.33. When we optimize the system foldHier1
for a flat Rayleigh fading channel, the optimal code rate turns
out to be 4/9. Let us denote the corresponding optimal hierar-
chical parameter vector as α∗

4/9. If we use the optimal code rate
in conjunction with α∗

4/9 under our frequency-selective channel
model, then foldHier1∗ gives an average PSNR of 29.33 dB.
When we use optimal double code rates (one for the first half
and one for the second half of the bit stream), i.e., the optimal
code rate schedule (r∗) using α∗

4/9 for the given frequency-
selective channel, the optimal channel code rates turn out to be
(4/7, 4/11), and the average PSNR is 29.57 dB. As can be seen
using the channel h3, the partially optimized system foldHier2∗

still gives around 1-dB average PSNR performance improve-
ment over the EEP scheme seqConv1, which is around the same
gain seen in flat-fading cases. Therefore, one can expect more
than 1-dB average PSNR gain over the EEP by jointly optimiz-
ing the code rates and hierarchical parameters (foldHier2). In
addition, foldHier2∗ gives more than 1-dB PSNR improvement
over foldConv1 around 21% of the time. Comparing this with
the no-link break scenario (13% of the time), the proposed
scheme is more effective with growing probability of link
breakage, as the UEP is more effective with degrading channel
conditions.
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Fig. 18. Performance of different systems for a frequency-selective channel
with link breaks using h3 and p1 = 0.81 and p2 = 0.33. JSCC EEP is also
shown for comparison. The results correspond to the Lena image.

Finally, Fig. 18 shows PSNR versus average SNR perfor-
mance of various systems using the Lena image and the
frequency-selective channel h3 with p1 = 0.81 and p2 = 0.33.
Similar gains are observed for a range of average SNR values.

VI. CONCLUSION

In this paper, we have presented a reliable and robust pro-
gressive source encoding scheme for fixed packet length image
transmission based upon the combined use of several UEP
methods. Several different transmission channels are assumed:
AWGN, independent flat fading channels, and a frequency-
selective channel that accounts for link breakage. Specifically, a
packetization methodology that is coupled with both hierarchi-
cal modulation and FEC is considered. It is shown in this study
that the different UEP methods can judiciously be combined
to provide enhanced reliability for the transmission of the
progressive source, as one of the methods usually alleviates
the constraints coming from the others. A lower bound for the
performance improvement of the proposed system is derived
and shown for various packet sizes and transmission rates to be
an indicator for usefulness of the proposed system.

APPENDIX

LOWER BOUND ON THE PERFORMANCE IMPROVEMENT

OF THE PROPOSED SYSTEM

Let us denote the total distortion measure D
j
N (α;A) using

only the packets in set A and packetization j ∈ {SP, FP} in
an N -packet error protection scheme. Note that from (9) and
previous discussion, we have E[DSP (R∗, R∗,α3)] := d0 +
DSP

N (α3; Ω) and E[DFP (R∗, R∗,α3)] := d0+ DFP
N (α3; Ω).

Let pHP and pLP be the probability of having HP and LP
packets correct, using R∗ and α3. The PER gap is defined as

pHP − pLP
Δ= Δγ. It can be shown by induction that (pHP)n −

(pLP)n = Δγφn−1, where φn satisfies the recursive relation
φn = pHPφn−1+ (pLP)n with the initial condition φ0 = 1. Note
also that ∀n ∈ N, φn≥ 0, and we define φn = 0 for n < 0.

We will show that E[DSP (R∗, R∗,α3)] − E[DFP (R∗, R∗,
α3)]=DSP

N (α3;Ω)−DFP
N (α3;Ω)≥0. Let us find the total dis-

tortion measure gap in the first half as follows (i.e., bits in P′
∪):

ΔDN (P′
∪) Δ=DSP

N (α3;P′
∪) − DFP

N (α3;P′
∪)

= −
N/2∑
l=1

l∏
i=1

P
(SP )
i Δl−

⎛⎝−N/2∑
l=1

l∏
i=1

P
(FP )
i Δl

⎞⎠ (23)

where the probability of having packet i correct for the system
using FP , P

(FP )
i = pHP, for 1 ≤ i ≤ N/2, P

(FP )
i = pLP for

(N/2) + 1 ≤ i ≤ N . In addition, for the system using SP and
from Fig. 3(b), we have P

(SP )
i = pHP if i is odd and P

(SP )
i =

pLP if i is even. Similarly, the total distortion measure gap in
the second half (i.e., bits in P′′

∪) is given by

ΔDN (P′′
∪) Δ=DSP

N (α3;P′′
∪) − DFP

N (α3;P′′
∪)

= −
N∑

l= N
2 +1

l∏
i=1

P
(SP )
i Δl +

N∑
l= N

2 +1

l∏
i=1

P
(FP )
i Δl.

(24)

A. N Is Divisible by Four

First, assume that N is divisible by 4. We have

ΔDN (P′
∪) = pHPΔ1 − pHPΔ1 + p2

HPΔ2 − pHPpLPΔ2 . . .

+ p
N
2
HPΔN/2 − p

N
4
HPp

N
4
LPΔN/2

= 0 + pHP(pHP − pLP)Δ2 + . . . (25)

+ p
N/4
HP

(
p

N/4
HP − p

N/4
LP

)
ΔN/2 (26)

=

N
4∑

n=1

pn
HPΔγ(φn−2Δ2n−1 + φn−1Δ2n). (27)

Let us consider the second half:

ΔDN (P′′
∪) (28)

=+p
N/2
HP pLPΔN

2 +1+· · ·+p
N/2
HP p

N/2
LP ΔN (29)

− p
N
4 +1

HP p
N/4
LP ΔN

2 +1−· · ·−p
N/2
HP p

N/2
LP ΔN

=p
N
4 +1

HP pLP

(
p

N
4 −1

HP −p
N
4 −1

LP

)
ΔN

2 +1 (30)

+ p
N
4 +1

HP p2
LP

(
p

N
4 −1

HP −p
N
4 −1

LP

)
ΔN

2 +2 . . . (31)

=

N
4∑

n=1

p
N
4 +n

HP p2n−1
LP ΔγφN

4 −n−1

(
ΔN

2 +2n−1+pLPΔN
2 +2n

)
.

(32)

Therefore, since P′
∪
⋂
P′′
∪ = ∅ and D

j
N (α3; .) is a finitely

additive measure, we obtain

E
[
DSP (R∗, R∗,α3)

]
−E

[
DFP (R∗, R∗,α3)

]
:=ΔDN (Ω)=DSP

N (Ω)−DFP
N (Ω)

=DSP
N (P′

∪)+DSP
N (P′′

∪)−DFP
N (P′

∪)−DFP
N (P′′

∪)
=ΔDN (P′

∪)+ΔDN (P′′
∪)

=

N
4∑

n=1

pn
HPΔγ[φn−2Δ2n−1+φn−1Δ2n]
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+

N
4∑

n=1

p
N
4 +n

HP p2n−1
LP ΔγφN

4 −n−1

(
ΔN

2 +2n−1+pLPΔN
2 +2n

)

=

N
4∑

n=1

pn
HPΔγ

(
φn−2Δ2n−1+φn−1Δ2n+p

N
4
HPp2n−1

LP

×φN
4 −n−1

(
ΔN

2 +2n−1+pLPΔN
2 +2n

))
≥ 0. (33)

B. N Is Not Divisible by 4

When N is not divisible by 4, a similar derivation will follow
except (27) and (32) will be given by

ΔDN (P′
∪) =

N−2
4∑

n=1

pn
HPΔγ[φn−2Δ2n−1 + φn−1Δ2n]

+ p
N+2

4
HP ΔφN−2

4 −1ΔN/2

ΔDN (P′′
∪) =

N−2
4∑

n=1

p
N+2

4 +n

HP p2n
LPΔγφN−2

4 −n−1

×
(
ΔN

2 +2n + pLPΔN
2 +2n+1

)
+ p

N+2
4

HP pLPΔγφN−2
4 −1ΔN

2 +1.

Thus, ΔDN (P′
∪) + ΔDN (P′′

∪) ≥ 0, since {Δl}N
l=1 ≥ 0. �
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