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ABSTRACT

The output of wavelet zerotree-style coders is
typically very sensitive to channel errors, and sev-
eral strategies have been proposed in the literature
for combatting this problem. In particular, the
two solutions of forward error correction and error-
resilient packetization, produce images with very
different types of degradations (global blurrines ver-
sus more localized distortions), making comparison
difficult. In this work, we compare the output of
these coders by having human observers use the im-
ages in a recognition task, and also rate the images
subjectively. The results indicate that the localized
distortions produced by the error-resilient packe-
tization allow recognition of the image content at
lower PSNR, and are also more subjectively pleas-
ing at the same PSNR.

1 INTRODUCTION

Wavelet zerotree image coding techniques devel-
oped by Shapiro (EZW) [1], and further refinements
by Said and Pearlman (SPIHT) [2] provide excel-
lent image compression in terms of distortion-rate
performance. However, these coders have a signif-
icant vulnerability to channel errors, since a single
bit in error can potentially cause the decoder and
encoder to lose synchronization for the remainder
of the bit stream. This sensitivity to errors has
been addressed in a number of different ways. In
[3], forward error correction (FEC) is added to the
SPIHT bit stream. In [4, 5], the SPIHT output is
manipulated into fixed-length packets which are in-
dependently decodable. This algorithm is called the
packetized zerotree wavelet (PZW) coder. In [6],
these approaches are combined into a hybrid coder
in which the output is both packetized and pro-

tected by FEC, and is then capable of withstanding
both packet erasures and bit errors. Quality evalua-
tion for these coders is a complex problem. The de-
coded PSNR depends on the source coding rate, the
channel coding rate, and the pattern of bit errors
and packet erasures on the simulated bursty error
channel and packet erasure channel. Furthermore,
the decoded PSNR is itself only a mediocre mea-
sure of the image quality, since the packetized and
unpacketized (original) zerotree coding approaches
produce distortions with very different visual ap-
pearances, in one case producing local distortion
(blotches) and in the other a more global blurri-
ness. Figure 1 shows an example of a test image
compressed by PZW (and subjected to packet loss)
and compressed by SPIHT. The two images have
the same PSNR of 23.97.

The current work is concerned with evaluating
the perceptual impact of the distortion for these two
types of coders. We show that human observers are
able to recognize the contents of images at a lower
PSNR, for one particular recognition task, for the
images with the local distortion than with the global
distortion, and they also prefer those images sub-
jectively. The paper is organized as follows. In sec-
tion 2, we discuss the various robust image coders.
In section 3, we discuss the methods and results of
our objective recognition study, and in section 4 we
discuss the subjective quality evaluation.

2 ROBUST WAVELET ZEROTREE CODING

The transmission of images across noisy channels
is fundamentally important in many applications
and is still an active research problem. One basic
approach has been to start with a high-performance
source coder, and protect its output from errors by
adding redundancy. Another method has been to



Figure 1: Example images of PZW (left) and SPIHT (right) at PSNR=23.97

design resilience into the source coder so the effect
of channel errors is reduced and less channel coding
is necessary.

The excellent compression performance of the
SPIHT [2] source coder comes at the expense of a
significant sensitivity to errors. Errors often lead to
a complete loss of synchronization in the decoder
due to the use of variable length coding. In [3],
SPIHT is followed by a strong concatenated chan-
nel code (RCPC/CRC) which lowers the probabil-
ity of decoding errors, thereby providing protection
against synchronization loss. Also, the CRC al-
lows detection of uncorrected packets so the source
decoder can stop decoding before errors propagate
and corrupt the image. Since the underlying source
coder (SPIHT) outputs an embedded bit stream,
simply stopping the decoding at the first uncor-
rectable packet and discarding the remainder of the
image transmission means the decoder can still re-
construct the full-size image corresponding to that
lower source coding rate. For a binary symmetric
channel of known error rate, this method often pro-
duces acceptable image quality due to the progres-
sive nature of the source coder.

Alternatively, source coding can be designed to

provide noise robustness without explicit error-
correction coding. The PZW coder [5] provides ro-
bustness by producing a compressed image datas-
tream consisting of independently decodable pack-
ets. PZW is an error-resilient variation on the EZW
and SPIHT coders [2, 1]. Groups of wavelet coef-
ficient trees are placed together into fixed length
packets (typically hundreds of bits) with a 16-bit
CRC for error detection. At the receiver, packets re-
ceived with detected errors are discarded; others are
decodable independent of any other packet. Missing
trees of wavelet coefficients are concealed by inter-
polating missing low-low band wavelet coefficients;
missing higher band coefficients are set to zero prior
to inverse wavelet transforming the array.

The growing and pruning of coefficient trees in
order to fit fixed-length packets, as well as the
addition of a small header, induce some perfor-
mance loss, but they provide robustness against
packet loss. Errors cannot propagate beyond packet
boundaries. Synchronization is not lost if packets
are dropped. Packets are of equal importance; given
a certain packet loss rate; it matters little to the fi-
nal PSNR which packets were lost.

The hybrid coder [6] combines the FEC and error



resilience approaches. It uses the PZW algorithm
for source coding, and each packet is protected by
the RCPC/CRC code from [3]. The RCPC/CRC
code is designed for channel conditions in the middle
of the expected range. Some bit interleaving is also
used to improve performance of the RCPC codes
on the bursty channels. The resulting datastream
is better suited to handle a larger range of chan-
nel conditions. Where a packet erasure would trun-
cate the bitstream using the SPIHT+RCPC/CRC
coder, the hybrid system can use all received pack-
ets. PZW on its own cannot handle arriving pack-
ets with errors, but the hybrid has the RCPC/CRC
code to correct bit errors making received packets
useful to the source decoder. In essence, the two
approaches used together are intended to help fix
the weaknesses of each other.

In comparing these various coders for noisy chan-
nels, it was apparent that channel errors provoked
very different types of degradations in them, and
the results could not be adequately summarized by
PSNR.

3 OBJECTIVE RECOGNITION EXPERIMENT

At best, evaluation of image coders using PSNR
is of questionable perceptual validity, and consid-
erable research has been devoted towards develop-
ing computable metrics of image quality that have a
higher correlation with perceptual quality than does
PSNR. Another approach to evaluating image qual-
ity is to have human observers look at the images
and provide either a subjective rating of the quality,
or else an objective decision of some sort, e.g, a de-
cision on the image contents. This latter approach
was taken in [7, 8] and we follow in large part the
evaluation methods described in these works. A
database of 68 grayscale images was collected. Half
of the images showed men, and half showed women.
All images were of size 512 x 512 pixels. Some im-
ages showed a single person; others showed a group
of people. In the case where a group of people was
shown, all the people in the picture were of the same
sex. The people were not always located in the cen-
ter of the picture, and they appeared at different
sizes. Omne evaluation experiment involved objec-
tive decisions about image contents, and a second

experiment involved subjective ratings.

Each of the 68 test images was compressed us-
ing the PZW algorithm to a target bit rate of 0.23
bits per pixel. The actual bit rate might depart
slightly from the target bit rate because of the ad-
justments in wavelet coefficient quantization preci-
sion as the coefficient trees are grown or pruned
to fit exactly into fixed length packets. The target
rate of 0.23 bpp led to a high quality decoded im-
age (typically about 40 dB) and required about 180
packets. The channel-degraded versions of these im-
ages were produced by dropping some packets and
decoding the remainder. Some packets cause more
damage than others to the PSNR when dropped.
By trying many different random combinations of
different packets to be dropped, we created a se-
quence of (typically) 20 degraded versions of each
of the test images. The sequence of degraded ver-
sions had PSNRs ranging between 10 dB and 40 dB,
with increments of at least 1 dB between successive
images in the sequence.

Each test image was also compressed by the
SPIHT algorithm at different bit rates logarithmi-
cally increasing from 0.001 bpp to 0.5 bpp. Twenty
versions of the image were saved for each image,
and PSNRs for these images also corresponded to a
range from 10 dB to 40 dB.

The basic idea of the objective recognition por-
tion of the experiment was to show an observer a
sequence of degraded versions of an image at succes-
sively increasing PSNRs. The observer cannot tell
initially whether the image is of a man or a woman.
As frames are shown every 500 msec at successively
higher PSNRs, at some point the observer can rec-
ognize the image contents. The observer is asked to
click with the mouse or hit a key on the keyboard
as soon as he or she is reasonably confident that
the image contents have been recognized. Clicking
with the mouse or hitting a key on the keyboard
causes the image to disappear from the screen; the
observer is then queried as to whether the image
showed a man or a woman. After answering, the
observer continues on to the next image in the test
set.

This portion of the experiment involved a total
of 15 observers, who were drawn from the general



university population, had normal or corrected-to-
normal vision, and were paid for their participa-
tion. Each observer saw each of the 68 images in
exactly one sequence, either with the PZW com-
pression or with the SPTHT compression. The se-
lection of PZW or SPIHT was randomized, as was
the order in which the images were displayed. The
general setup of this experiment is very similar to
that described in [7, 8], in which the progression
of successive images was aimed more specifically at
evaluating increasing bit rates, rather than increas-
ing PSNRs.

Figure 2 shows the number of recognitions (ob-
server responses) that occurred at each PSNR, ver-
sus the PSNR, for both SPIHT and PZW. The data
look approximately normal. Figure 3 shows the cu-
mulative distribution for these responses as a func-
tion of PSNR.
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Figure 2: Percentage of observer responses as a
function of PSNR for SPIHT and PZW

For a given image, the 20 frames compressed by
SPIHT were not matched in PSNR, frame-by-frame,
to the frames generated by PZW. The SPIHT se-
quences tended to run at slightly higher PSNRs, as
shown in Figure 4 for one particular image in the
test set. For all test images, the SPIHT sequence
started out initially at a higher PSNR. Because of
this, one could wonder whether the results displayed
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Figure 3: Cumulative distribution plot of observer
responses as a function of PSNR for SPIHT and
PZW

in Figures 2 and 3 might merely be reflecting a situ-
ation in which observers take a certain more-or-less
fixed amount of time to recognize a given image, or
to respond to its display by clicking a mouse but-
ton, and that the PZW sequences allow recognition
at a lower PSNR simply because those sequences
have lower PSNRs initially. That this is not the
case is shown by Figure 5, in which the cumulative
distribution plot of observer responses is shown as
a function of time. It shows that people responded
sooner in time for the PZW sequences, despite the
fact that they were observing lower PSNR values
during that time.

Statistical analysis: Denote the PSNR at
which observer ¢ answers a question for image j
compressed by algorithm A as r,4;; and the corre-
sponding PSNR for algorithm B as rp;;, and let
t1=1,...,Tand j =1,...,J be indices for observers
and images. In this case, I = 15 and J = 68. Since
each observer saw each image sequence compressed
with only one of the two algorithms, we have for a
given 7 and j a value for either r4;; or 7p;; but not
both. For comparing algorithms A and B, we would
like to know mean values, r4 and rgz, and whether
any difference in these values should be deemed sta-
tistically significant. Similarly, one can look at the



w
(63}

—@— PZW
-+ SPIHT

w
o
|

PSNR, dB
G S O

Time, sec

Figure 4: PSNR versus time for SPIHT and PZW
for one particular image

time 7 4,; at which observer 7 answers a question for
image j compressed by algorithm A, and whether
there is a significant difference in mean time ¢4 and
tB.

These analyses are carried out by fitting the data
to a mixed effects linear model in which the com-
pression algorithm is treated as a fixed effect, and
the observers and images are treated as random ef-
fects. Model fitting is performed using restricted
maximum likelihood (REML) in the Splus func-
tion varcomp [9]. Under this analysis, the mean
PSNR for PZW responses was found to be 25.43
dB, whereas it was 28.97 dB for SPIHT. The 95%
confidence interval for the difference of means ex-
tended from —3.83 to —3.24. Since the confidence
interval does not include zero, we can conclude that
the PSNR required for observers to answer the ques-
tion for the PZW images is significantly less than
that required for SPIHT images at the 95% confi-
dence level. When applied to time, the t4;; values
were taken to be frame numbers, where frames were
shown 500 msec apart. The mean time (frame num-
ber) for PZW was 10.72, and was 11.59 for SPTHT.
The 95% confidence interval for the difference of
mean time extended from —1.17 to —0.58, and again
does not include zero. So we can conclude that ob-
servers answered the questions at significantly faster
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Figure 5: Cumulative distribution plot of observer
responses as a function of time for SPIHT and PZW

time with PZW, despite the fact that they were an-
swering them at significantly lower PSNR.

Error analysis: In addition to the bit rates,
the responses of the observers to the questions were
recorded and examined for correctness. It would
be possible, in theory, that one algorithm might
lead people to make rapid yet incorrect decisions. A
paired-sample Wilcoxon signed rank test was used
to examine the number of errors each observer made
under each algorithm. Denoting observer i’s error
count for PZW as x; and that for SPIHT as y;, the
test statistic 71 is the rank sum of those abs(z; —y;)
with x; —y; > 0. For 15 or more observers, the dis-
tribution of T is reasonably approximated as nor-
mal. For individual observers, the number of errors
ranged from 0 to 5 for both PZW and SPIHT. The
Wilcoxon 2-sided signed-rank test had a p-value of
0.749 for the comparison of the observer errors, and
thus was not significant at the 5% significance level.
The overall error rates for each algorithm — 5.3%
for PZW and 5.1% for SPIHT — support the con-
clusion that neither algorithm was more likely than
the other to lead to incorrect responses.

4 SUBJECTIVE EVALUATION

In the subjective evaluation, 5 observers were
asked to provide subjective ratings of images on



a 5-point scale. Each image was compressed both
by SPIHT and by PZW. For a given image, the
SPIHT and PZW versions were at the same PSNR
(within a maximum deviation of 1 dB), but for dif-
ferent images, the PSNRs were different, ranging
from 12 to 40 dB. As before, the low PSNR values
for PZW were achieved by dropping packets, rather
than just by encoding at a lower source coding rate.
Each observer saw a total of 320 images, which came
from encoding 40 different test images at 4 differ-
ent PSNRs, using the 2 different methods. At each
PSNR, and for each compression method, the rat-
ings were averaged across all observers, and across
all images that were shown at that PSNR. These av-
erages are shown in Figure 6. As one would expect,
there is a trend towards higher subjective ratings
for higher PSNRs, for both compression methods.
For the low quality images, the average ratings for
PZW images are higher than those for SPIHT, but
for high quality images this distinction seems to dis-
appear.

Average Rating

PSNR, dB

Figure 6: Average subjective score versus PSNR for
SPIHT and PZW

The data were analyzed by using paired differ-
ences. For a given observer, image, and PSNR, the
score for PZW was paired with the score for SPIHT
for the same observer, image, and PSNR. There was
a total of 790 such pairs. The score for SPIHT
was subtracted from the score for PZW, and these

differences were analyzed as before using restricted
maximum likelihood (REML) in the Splus function
varcomp. When all pairs were included in the anal-
ysis, the mean difference was 0.448, and the 95%
confidence interval went from 0.305 to 0.591. Since
the value 0 was not included in the confidence inter-
val, we can conclude that, at the same PSNR, PZW
is significantly subjectively superior to SPIHT, with
a mean subjective score nearly a half point higher
on a 5-point scale. The PSNR range was also bro-
ken down in separate groups, for separate analyses
of the data. Taking those pairs with PSNRs in the
ranges 0-20 dB, 0-35 dB, 20-35 dB, and 20-40 dB
produced similar results to the case where all pairs
were included. That is, in all cases PZW was signifi-
cantly superior in subjective score, with a mean dif-
ference ranging from 0.42 to 0.50 over SPIHT. Only
for the highest PSNRs (35-40 dB) which comprised
130 data pairs was the difference between PZW and
SPIHT not statistically significant.

5 CONCLUSIONS

On one level, the conclusion of this paper is that
all PSNR is not created equal. In comparing two al-
gorithms that produce images at increasing PSNRs,
people are able to recognize images at a lower PSNR
with one algorithm than with another, in a statis-
tically significant way. A second conclusion of the
paper is the suggestion that localized distortion may
perhaps be preferred both objectively and subjec-
tively over global distortion.

More concretely, this paper provides a visual
comparison of some different coders which have
been proposed for use on noisy channels. The
PZW coder uses independently decodable fixed-
length packets, and the output of this coder over
a noisy channel could be simulated by coding to a
given bit rate and then dropping packets and de-
coding. The SPTHT+RCPC/CRC coder uses chan-
nel coding to protect the output of a SPIHT coder.
When errors occur, the channel coder may be able
to correct them entirely, in which case the output of
the system is simply the SPIHT-coded image at the
underlying source coding rate. If the errors cannot
be corrected, the decoder stops decoding at the first
block with uncorrectable errors, in which case the



output of the system is again the SPIHT-coded im-
age at the lower source coding rate corresponding
to the error-free initial blocks. Either way, the de-
coded image is simply a SPIHT-coded image, and so
a collection of output images from this joint source-
channel coder could be obtained simply by using the
SPIHT coder at various bit rates. Similarly, sam-
ple output images from the hybrid coder [6] can be
gotten by simply using the output PZW images af-
ter packet dropping; the effect of the RCRP/CRC
would be to lower the rate accorded to the source
code, but the type of visual distortions would not
be changed. Thus the comparison in this paper
of PZW (with dropped packets) versus SPIHT (at
lower source coding rates) directly provides insight
into the comparison of PZW versus SPIHT+FEC
versus PZW+FEC coders for noisy channels. One
can conclude that the comparative PSNR, plots and
numerical results given in [6, 4, 5] are quite conser-
vative on the side of underestimating the benefits of
the PZW and hybrid coders.
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