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Abstract

In dual frame video coding, one short-term reference frame and one long-
term reference frame are available for motion compensation. In prior research,
it was shown that overall video quality was improved by allocating bits unevenly
among frames so as to periodically create a high-quality frame that could serve
as the long-term reference frame for some time. We extend this work to a
cognitive radio scenario where pulses of extra bandwidth can be rented by the
second, but rental agreements can be cancelled on short notice if the legacy
user of that spectrum returns. With a scalable video coder, this pulse of ex-
tra bandwidth can be used to improve the quality of the current frame being
encoded, or of the past long term frame, or can be spent on future frames if
the encoder has access to them in advance. We compare these various uses to
explore the advantages of allocating some of the available bandwidth to past
or future frames.

1 Introduction and Background

Contemporary hybrid video codecs use motion-compensated prediction to efficiently
encode a raw input video stream. For each block in the current frame to be encoded,
the encoder searches in the reference frame (usually the immediate past frame) to
find the best match block for it. The best match block is often called the prediction
of the current block. The difference between the current block and its prediction
from the reference frame is compressed and transmitted, along with the displacement
(motion) vector that describes the location of the best match block relative to the
current block. Called inter coding, this is the basic approach found in the video
coding standards MPEG, MPEG-2, MPEG-4 [1], H.263 [2] and H.264/AVC [3].

In multiple frame prediction, more than one past frame is used in the search for
the best match block. At the cost of extra memory storage and extra complexity for
searching, multiple frame prediction has been shown to provide a clear advantage in
compression performance. Papers on multiple reference frame motion compensation
include [4, 5, 6, 7, 8, 9, 10, 11, 12, 13].

In dual frame video coding [7, 10, 11, 12, 13], two frames are used for inter pre-
diction, a short-term reference (STR) and a long-term reference (LTR), as shown in
Figure 1. Both encoder and decoder store LTR and STR frames. For encoding frame
n, the STR is frame n − 1 and the LTR frame is frame n − k, for some k > 1. The
LTR frame can be chosen by jump updating [8, 9], in which the LTR frame remains
the same for encoding N frames, then jumps forward by N frames and again remains

Proceedings of the  Data Compression Conference (DCC’06) 
0-7695-2545-8 /06 $20.00 © 2006 IEEE 



n−k

LTR Frame

n−1 n

Current FrameSTR Frame

Motion Compensation

.   .   .

Figure 1: Dual frame video coding

the same for encoding the next N frames. In continuous updating, every frame has a
turn serving as an STR and as an LTR. In jump updating, every frame serves as an
STR, but only every N th frame serves as an LTR; this allows the use of high quality
LTRs, where the LTR frames are allocated more bits than regular frames. This has
been shown to enhance the quality of the entire sequence [11]. In [11], the assumption
was that certain frames could be starved of bits, and others given more bits, provided
that a long-term average bit rate constraint was met.

In this paper, we are concerned with a somewhat different scenario: video trans-
mission where we have a constant low bandwidth channel that is occasionally sup-
plemented by the rental of a substantially larger bandwidth for a short interval of
time. This type of scenario could occur with a cognitive radio, a radio that is capa-
ble of changing transmission or reception parameters on its own to complete a task
[14, 15, 16]. One of the primary goals of a cognitive radio is to enhance the spec-
tral efficiency of allocated spectral bands by opportunistically making use of regions
in the spectrum that are temporarily free of traffic, utilizing orthogonal dimensions
such as time, frequency, and space. This is accomplished by sensing the channel, and
then adapting key parameters of the transmit waveform such as modulation format,
power, bandwidth, frequency location, and code rate. Much existing wireless spec-
trum is under-used [17], providing an opportunity for a cognitive radio to rent extra
bandwidth by shifting to a different spectrum for as little as one second or as long
as a few hours. As envisioned in [15], when the spectrum to be rented has a legacy
user, such as a fire department, the user who rents it might have to stop transmitting
after every 20 millisecond interval in order to listen for 5 milliseconds to see if the
legacy user has come back on the air. If he has, then the rental agreement is can-
celled. In this way, spectrum could be used more efficiently, while providing minimal
inconvenience to the primary user in the form of a small start-up delay.

We are concerned specifically with a situation where a video transmitter is able
to rent extra bandwidth for short periods of time. The rental might be as short as
1 second. However, it might last for less time than that, since the rental agreement
is cancelled if the legacy user comes on. We here consider the case where the extra
rented bandwidth lasts only 30 milliseconds, or approximately the time duration of
one frame at 30 frames per second. We will use dual frame video coding to exploit
this extra bandwidth and enhance the overall video quality.
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This paper is an extension to the work presented in [12]. In that work, extra
bandwidth was deployed solely to encode the current frame at high quality. In the
extension presented here, we use a scalable video coder, so the extra bandwidth can
be used to enhance past frames or, in the case of a lookahead buffer, future frames.

This paper is organized as follows. Section 2 describes the scenario for extra
bandwidth when there is no lookahead buffer, and the high bandwidth pulse can only
be distributed over current and past frames. Section 3 presents results for the case
where the encoder has a lookahead buffer, and the pulse can be distributed over future
frames as well. Conclusions and future work appear in Section 4.

2 Scenario with No Delay

We first consider a real-time scenario with zero input buffering delay. By this we mean
that the encoder takes in M frames per second, and each frame must be compressed
within 1/M th of a second, at the time when it arrives. No future frames are available.
Therefore, if a high bandwidth pulse of spectrum is available in the current time
slot, for a single reference frame encoder, the high bandwidth pulse must be used on
the current frame, because past frames have already been encoded (and for a single
reference frame encoder, there can be no possible advantage in enhancing the quality
of past frames which have already been decoded and displayed), and future frames
are not yet available.

For a dual frame encoder, however, there are more choices on deploying the pulse
of extra bandwidth. We can allocate all bits to the current frame (we refer to this
strategy as CurrFrame). We can allocate all bits to the current frame, and make
it the new LTR frame for the next N frames, unless another pulse of extra band-
width comes along in that time (CurrFrameLTR). We can enhance the quality of
whichever past frame is currently being used as the LTR frame by allocating all bits to
it (oldLTR). Unlike the case of the single reference frame encoder, in the dual frame
case, there might be an advantage to spending extra bits on enhancing a past frame,
even if those enhancement bits will not arrive at the decoder in time for the display of
that frame, and will therefore not contribute to increasing the PSNR of that frame.
Because that frame is the long-term reference, the enhancement can serve to improve
the PSNR of future frames which refer back to it. Lastly, we can consider allocating
some bits to the LTR frame and the remainder to the current frame (LTR+Curr).
We note that the last two approaches listed are not standard compatible.

Experimental Setup: Simulations were performed using the H.264/AVC video
codec [18] baseline profile which supports entropy coding with context-adaptive variable-
length codes (CAVLC). We modified the H.264 reference software JM 9.6, obtained
from [19]. The STR and LTR reference frames were stored in list0.

We used the 4:2:0 QCIF (176 × 144 pixels) video sequences Foreman, Carphone,
Container, Mother-daughter, and Claire at 15 fps. We used 9 slices per frame, with
11 MBs per slice. We encoded 20 frames with the first one intra coded and the rest
inter coded. A lossless channel was assumed with a constant low-rate bandwidth of
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(a) Carphone at baseline 31 kbps
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Figure 2: PSNR of reconstructed video quality versus extra bit rate in the pulse for
(a) Carphone video sequence at baseline 31 kbps, (b) Container video sequence at
baseline 30 kbps

between 15 and 31 kbps. This is supplemented by an occasional high-bandwidth pulse
lasting typically 30 milliseconds. In our simulation, these pulses are assumed to occur
during the 6th and 16th frames. The jump update parameter N is set to 10 so the
LTR frames are the 1st and 11th frames, except for the CurrFrameLTR case where
the 6th and 16th frames become the LTR because the algorithm calls for creating a
new LTR whenever a pulse of high bandwidth comes along.

Results: Sample results are shown in Figure 2(a) which is for the Carphone
sequence with a baseline bit rate of 31 kbps, and Figure 2(b) which is for the Container
sequence at 30 kbps. Similar results to these were obtained for the other 3 sequences,
and for baseline bit rates down to 15 kbps. In these plots, the y-axis shows the average
PSNR of the reconstructed video, obtained by computing the mean-squared error of
each frame, averaging these values over frames, and then converting to PSNR. The
x-axis shows the additional rented bit rate. For any one curve, the quality at one
point and at another point represent performance at different bit rates. However, for
a given value of the x-axis, one can compare the PSNR values on the four different
curves, as these represent the same total bit rate, with four different coding schemes.

We see that CurrFrameLTR outperforms all the other cases, and is approximately
0.5 dB better than the next best approach. The worst performing are oldLTR and
LTR+Curr, which involve providing all or some of the extra bits to the LTR frame in
the past. Spending bits on improving a past frame does not contribute to the PSNR
of that past frame, since the frame is displayed at the decoder before these extra bits
arrive. By serving as a high-quality reference, this improved LTR only marginally
helps with the performance of future frames. It is possible that for particular se-
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quences, enhancing a past LTR frame would be beneficial if some object that was
present in the LTR frame and is absent in the current frame, reoccurs in the next few
frames. Also, if the extra bandwidth in the pulse is so high that adding extra bits
does not provide significant PSNR improvement to the current frame, then it would
be advisable to give those extra bits to the past LTR frame. However, in general, the
conclusion of this section is that the best strategy for a dual frame encoder which is
presented with occasional pulses of extra bandwidth is to deploy the extra bits on
the current frame, thereby making it a high quality frame, and to signal the decoder
that this current frame is to be retained as the long term reference.

3 Scenario with a Lookahead Buffer

We now consider a scenario where the encoder has a lookahead buffer of B frames,
thereby incurring some buffering delay. There are B frames stored in the encoder
input buffer, including the current frame to be encoded and B − 1 future frames.
We assume that the short pulse of high rental bandwidth may be used to encode the
current frame only, or to encode the current and some of the future frames in the
buffer.

In a cognitive radio scenario, a legacy user such as a fire department who owns
a particular band of spectrum might rent out the spectrum by the second or by the
minute when it is not in use. The legacy user might begin to transmit at any time,
in which case a rental agreement that is in progress would be cancelled. The renter
would then have to look elsewhere to rent spectrum. This scenario presents the video
encoder with a situation where pulses of high bandwidth may occur fairly frequently,
but fairly unpredictably, and high bandwidth cannot be relied on to remain available,
but can disappear on short notice. In this scenario, during a pulse of high bandwidth,
the video encoder may wish to spend some of the available bits on future frames in the
lookahead window, because there is no guarantee that there will be high bandwidth
available in the future. We saw in the previous section that, in the absence of a
lookahead window, the encoder should use the high bandwidth on the current frame,
and make it the LTR frame. Here, in the presence of a lookahead buffer, we envision
four ways to use the high-bandwidth pulse:

• LTR all: Give all extra bits to the current frame only, and assign the current
frame as the LTR frame. This is the same as the case of CurrFrameLTR of
the previous scenario, which was the best approach among the ones with no
lookahead buffer.

• LTR+Equal: Give sufficient bits to the current frame so that it achieves some
specified level of high quality, and distribute the remainder of the bits equally
among the other frames in the lookahead buffer. Assign the current frame to
be the LTR frame.

• LTR+Unequal: Give sufficient bits to the current frame to achieve high qual-
ity and distribute the remainder of the bits among the other frames unequally,
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giving more to the last frame in the window. In this way, the benefits of the
high bandwidth pulse can be stretched into the future because the high quality
of that last frame can propagate into subsequent frames by the mechanism of
short-term prediction. Assign the current frame as the LTR frame.

• LTR+Unequal+Reset: This is same as LTR+Unequal but where the last
frame of the buffer is set to be the LTR frame for the frames that come after.
(So, although the jump update parameter would dictate that the LTR frame
is updated every N frames, here we update the LTR frame to be the 1st frame
in the buffer, and again we update it to be the last frame in the buffer, and
then we return to the schedule of updating every N th frame). Here, the benefits
of the high bandwidth pulse are stretched even farther into the future because
the high quality of the last frame can be used by subsequent frames by the
mechanism of long-term prediction.

The first strategy here is to use all the bits for the current frame. For all the other
strategies, some of the extra bits are used to ensure that the current frame has some
sufficient level of high quality, and the remaining bits are used to encode other frames
in the lookahead buffer. The reasoning is that, while having a high-quality long-term
reference frame provides an advantage for the entire set of frames that reference it,
providing ultra-high quality to the LTR frame will produce diminishing returns. We
have conducted some simulations to determine what this high quality level should be.

The effect of the LTR frame quality on future frames is shown in Figure 3. In
this experiment, 30 frames were encoded, and the LTR frame (frame 20) is encoded
with varying quality by transmission of extra bits in its enhancement layer. Its effect
was observed for the next 9 frames. In this plot, the x-axis shows the PSNR of the
LTR frame and the y-axis represents the average PSNR of the subsequent 9 frames.
Two of the sequences (the low-motion sequences Claire and Mother-daughter) show
diminishing benefits for the frames following the LTR frame when the LTR frame has
a quality higher than about 50 dB. For the other three sequences (Foreman, Container,
and Carphone) there is little gain to be had by pushing the LTR quality above 45
dB. So for the three cases LTR+Equal, LTR+Unequal, and LTR+Unequal+Reset,
we allocate enough bits to the current frame so that its PSNR reaches approximately
45 dB, and the remaining bits are allocated to the other frames in the buffer.

For the LTR+Equal case, the remaining bits are allocated equally among the
other frames in the buffer. We note that, following a high-quality LTR frame, the
subsequent frames can be compressed with high quality using relatively few bits. For
the LTR+Unequal case, after the current frame is encoded to reach the threshold,
we allocate few bits to the frames in between the first and last buffered frames. The
remaining bits are given to the last frame. Specifically, about 40% of the remaining
bits are given to the last frame for the simulation with a large pulse of extra bits, and
about 60% of the remaining bits are given to the last frame for the smaller pulse of
extra bits, which in both cases causes the last frame in the buffer to be about 2 dB
higher than the last frame in the LTR+Equal case. This distribution has been ob-
tained experimentally. In this way, we expect relatively high quality to be maintained
for all frames currently in the buffer and in addition, the high quality of the last frame
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Figure 3: Threshold selection process: the PSNR of the 9 frames that follow the LTR
frame is plotted versus the PSNR of the LTR frame, and we see diminishing returns.

will last for some more time, which may be helpful in case the extra bandwidth drops
unexpectedly by return of a legacy user.

Results: The experimental setup is similar to that described previously. The
frame rate was 30 fps and the initial jump update parameter, N , was 20. A total
of 80 frames are encoded and high bandwidth pulses are considered to be at frame
numbers 21, 41, and 61. The frame buffer is of size 6.

Figure 4 shows the results for the Foreman video sequence. The x-axis represents
the distance of a frame from the frame where a pulse occurred. The y-axis represents
the average PSNR for that frame after reconstruction. Figure 4(a) is for a large pulse
of extra bits (98.8 kilobits) and Figure 4(b) is for a smaller pulse (68.4 kilobits). In
the LTR all case, the PSNR is very large where the pulse occurs since all the bits are
used up there. The benefit of this pulse dies down rapidly. The LTR+Equal approach
pegs the current frame quality at 45 dB and distributes the remaining bits over the
next 5 frames. The quality of these frames is higher than for the LTR all case. In
the LTR+Unequal case, after starting at the same 45 dB level as in LTR+Equal, the
quality of the first few frames in the buffer is kept slightly lower than the LTR+Equal
in order to save bits to produce high quality for the last frame in the buffer. By doing
so, higher quality is maintained for a few additional frames. A very tiny additional
gain comes from resetting the LTR frame and assigning the last buffered frame as the
new LTR frame for the next N frames or until a new spike occurs. Similar results
were found for spikes of various sizes.

The effect of the pulse size on the average PSNR for the whole sequence is shown
in Figure 5. The x-axis shows the average pulse size and the y-axis represents the
PSNR averaged over the whole sequence. LTR all is almost flat because all bits are

Proceedings of the  Data Compression Conference (DCC’06) 
0-7695-2545-8 /06 $20.00 © 2006 IEEE 



0 2 4 6 8 10 12 14 16 18

32

34

36

38

40

42

44

46

48

50

52

Frame distance from spike

A
ve

ra
ge

 P
S

N
R

 (
dB

)
Foreman (Large spike)

LTR all
LTR+Equal
LTR+Unequal
LTR+Unequal+Reset

(a) Foreman with large pulse

0 2 4 6 8 10 12 14 16 18

32

34

36

38

40

42

44

46

48

Frame distance from spike

A
ve

ra
ge

 P
S

N
R

 (
dB

)

Foreman (Small spike)

LTR all
LTR+Equal
LTR+Unequal
LTR+Unequal+Reset

(b) Foreman with small pulse

Figure 4: PSNR of reconstructed video quality versus frame distance from the high-
bandwidth pulse for (a) Foreman video sequence with average pulse size of 98.8 kbits,
(b) Foreman video sequence with average pulse size of 68.4 kbits

used for the current frame, and quality over the 45 dB threshold produces negligible
improvement in subsequent frames. For the other cases, the PSNR improves as the
pulse size increases.

The same experiment was also performed with random locations of spikes. If there
was no bandwidth spike in the last 20 frames, the encoder enters a bandwidth-seeking
mode in which it attempts to find extra bandwidth every 5 frames. With probability
0.7, the attempt is successful, in which case the encoder does not search for extra
bandwidth for another 20 frames. If the attempt fails, the encoder continues trying
once in the next 5 frames, and so on. We performed this experiment for 150 frames
of the Foreman sequence. The trends of results are the same as shown in Figure 4.

4 Conclusions and Future Work

We are concerned with the scenario of video transmission in a cognitive radio envi-
ronment. We suppose that the video transmitter has a constant low-rate baseline
bandwidth, but that the video transmitter can supplement this on occasion by rent-
ing extra spectrum for short or long periods of time. Even when rented for a long
period of time, the rental agreement risks being cancelled. We envision a situation
where the transmitter will choose to scavenge occasional pulses of bandwidth which
may be low cost because they are short, and because they are at imminent risk of
being cancelled when the legacy user decides to use that piece of spectrum.

Under these conditions, we first considered a video encoder with no lookahead
buffer, and we showed that a dual frame video encoder could profitably make use of
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Figure 5: Variation of average PSNR with spike size for the Foreman video sequence

even a very short pulse of bandwidth by creating a high quality frame and using this
frame as a long-term reference frame for some period of time. We did not find any
advantage to deploying bits to enhancing frames in the past.

We next considered a video encoder with a lookahead buffer, and showed that the
encoder could get further advantage by using only some of the bits for the current
frame, and distributing some of the bits to the other frames in the buffer. In partic-
ular, providing bits to the current frame produces diminishing returns in terms of its
value as a long term reference frame.

In the future, we would like to study how these various approaches compare as
one varies the size of the delay buffer. Also we would like to optimize the allocation
of bits to frames for varying sizes and durations of the pulses.
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