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Abstract—This paper studies the optimal transmission of multimedia progressive sources, which require unequal target error rates in their bitstream, over multiple-input–multiple-output (MIMO) channels. First, we derive the information outage probability expression of a space–time code for an arbitrarily given piecewise-linear diversity–multiplexing tradeoff (DMT) function and the conditions for the existence of a crossover point of the information outage probability curves of the space–time codes. We prove that as long as the crossover point of the outage probabilities exists, as spectral efficiency increases, the crossover point in the signal-to-noise ratio (SNR) monotonically increases, whereas that of the outage probability monotonically decreases. This analysis can be applied to any space–time code, receiver, and propagation channel with a given DMT function. As a specific example, we analyze the two-layer diagonal Bell Labs space–time architecture (D-BLAST) with a group zero-forcing receiver, the vertical BLAST (V-BLAST) with a minimum mean-square error receiver, and orthogonal space–time block codes (OSTBCs), and prove the monotonic behavior of the crossover point for those codes. Based on that, with respect to D-BLAST, V-BLAST, and OSTBC, we derive a method for the optimal space–time coding of a sequence that contains numerous progressive packets. We show that by employing the optimization method rather than exhaustive search, the computational complexity involved with optimal space–time coding can be exponentially reduced without losing any peak SNR performance.

Index Terms—Diagonal Bell Labs space–time architecture (D-BLAST), diversity–multiplexing tradeoff (DMT), group zero-forcing receiver, multimedia progressive sources, multiple-input multiple-output (MIMO) systems, orthogonal space–time block codes (OSTBCs), vertical Bell Labs space–time architecture (V-BLAST).

I. INTRODUCTION

In recent years, there has been significant demand for the transmission of multimedia services over wireless channels, and this has motivated intense research for cross-layer optimization design [1]–[3], which is particularly important for mobile radio channels that exhibit time-variant channel-quality fluctuations. Embedded image or scalable video coders [4]–[7] employ a progressive manner of transmission such that as more bits are successfully received, the source can be reconstructed with better quality. Such progressive coders are usually sensitive to channel impairments.

The use of multiple-input multiple-output (MIMO) technology is an important advance in wireless communications. A large gain in transmission data rates can be provided by spatial multiplexing [8], [9], and link reliability can be significantly improved by transmit diversity schemes [10], [11]. In this paper, we study the optimal design of such a MIMO system for the transmission of multimedia progressive sources. Progressive sources have the key feature that they have steadily decreasing importance for bits later in the stream, which makes unequal target error rates and/or transmission data rates in the stream very useful. Hence, when progressive sources are transmitted over MIMO channels, and each block of the stream can be encoded with a different space–time code, the tradeoff between the space–time codes under consideration should be clarified in terms of their target error rates and transmission data rates.

In [12], spatial multiplexing and orthogonal space–time block codes (OSTBCs) were compared from the viewpoint of information outage probability and uncoded bit error rate, and the way the crossover point of the error probability curves behave in the high signal-to-noise ratio (SNR) regime was analyzed. In [12], it was proven that for spatial multiplexing and OSTBC, as the data rate increases, the crossover point in error probability monotonically decreases, whereas that in the SNR monotonically increases. Then, the analysis was exploited for the optimal space–time coding of progressive sources, i.e., it was used to optimally assign spatial multiplexing or OSTBC to each block of the stream to be transmitted over independent and identically distributed (i.i.d.) Rayleigh fading channels. The numerical results showed that, using the optimization method in [12], the computational complexity involved with the optimization is exponentially simplified, without losing any peak signal-to-noise ratio (PSNR) performance.

In [12], only the vertical Bell Labs space–time architecture (V-BLAST) with a zero-forcing receiver and OSTBC in i.i.d. Rayleigh fading channels is analyzed. In this paper, we extend the work in [12] to other space–time codes and receivers and show the monotonic behavior of their crossover points, which is valid in propagation channels such as spatially correlated Rayleigh and Rician fading channels, in addition to i.i.d. Rayleigh fading channels. To do so, we exploit the diversity–multiplexing tradeoff (DMT) [13], which has become a standard tool in the characterization of the performance of space–time codes at high SNR and in the large spectral efficiency regime. First, we derive the information outage probability expression of the space–time code for an arbitrarily given piecewise-linear DMT function, and then analyze the crossover point of the outage probability curves of the codes with any given DMT functions. These results are presented in Section II.

The analysis in Section II can be applied to any type of space–time code and receiver with a known piecewise-linear DMT function. As a specific example, in Section III, we analyze the crossover point for the two-layer diagonal Bell Labs space–time architecture (D-BLAST) with a group zero-forcing receiver [14] and V-BLAST with a minimum mean-square error (MMSE) receiver, in addition to OSTBC. Note that space–time block codes, which can yield the benefits of both spatial diversity and multiplexing, have been studied in [15]–[20]. Spatial multiplexing, such as V-BLAST, does not exploit transmit diversity; however, it does achieve high data rates; OSTBC, which decouples the streams at the receiver, extracts full diversity at the cost of a limited spatial multiplexing rate. However, if a larger receiver complexity is available, it is possible to relax the condition of decoupling the streams at the receiver and increase the data rates while still providing transmit diversity [21]. Codes based on that principle are linear dispersion codes [15], [16]. The Golden code [17], which is a class of codes known as perfect space–time block codes [18], is constructed from cyclic division algebra [21] and achieves the optimal DMT characteristics. Another algebraic code built from cyclic division algebra was proposed in [19], which also achieves the optimal DMT characteristics. Other constructions based on cyclic division algebra can be found in [20]. Those kinds of space–time block codes in general require high receiver complexity to achieve the optimal DMT characteristics. On the other hand, in Section III, we consider low-complexity space–time block codes with linear receivers that retain suboptimal DMT characteristics. Note that novel wireless communication systems are targeting very large spectral efficiencies, because of hot spots and picocell arrangements [22]. For such systems, employing high data rates and a large number of antennas, the use of low-complexity space–time codes and linear receivers may be required, due to complexity and power consumption issues.

In Section IV, based on the results in Section III, we optimize the space–time coding of progressive sources, which require unequal target error rates in their bitstream, with respect to D-BLAST, V-BLAST, and OSTBC. Section V presents numerical results, and we conclude this paper in Section VI.

![Fig. 1. System model with $N_t$ transmit and $N_r$ receive antennas. A space–time codeword $S = [s_1 \cdots s_T]$ of size $N_t \times T$ is transmitted over $T$ symbol durations.](image)

**II. CROSSOVER POINT ANALYSIS OF THE OUTAGE PROBABILITY CURVES FOR GIVEN DIVERSITY–MULTIPLYING TRADEOFF FUNCTIONS**

First, we present the system model. Consider a narrowband MIMO system with $N_t$ transmit and $N_r$ receive antennas communicating over a frequency flat-fading channel, as shown in Fig. 1. A space–time codeword, $S = [s_1 \cdots s_T]$ of size $N_t \times T$ is transmitted over $T$ symbol durations through $N_t$ transmit antennas. The baseband equivalent model of the MIMO system, at the $k$th time symbol duration $(k = 1, \ldots, T)$, is given by

$$y_k = H s_k + n_k$$  

where $s_k$ is the $N_t \times 1$ transmitted signal vector, $y_k$ is the $N_r \times 1$ received signal vector, and $n_k$ is an $N_r \times 1$ noise vector at the output of a matched filter. The variable $n_k$ is zero-mean complex additive white Gaussian noise with $\mathcal{C}(n_k n_k^H) = \sigma_n^2 I_{N_r}$, where $(\cdot)^H$ denotes Hermitian operation. In (1), $H$ denotes the $N_r \times N_t$ channel matrix, whose entry $h_{ij}$ represents the complex channel gain between the $j$th transmit antenna and the $i$th receive antenna, and the entries are i.i.d. complex Gaussian random variables with zero mean and unit variance. It is assumed that $H$ is random but constant over $T$ symbol durations (quasi-static Rayleigh i.i.d. fading).

Let $\gamma_s$ denote SNR per symbol, which is defined as $\gamma_s := \mathcal{E}[(s_k)_i^2]/\sigma_n^2$, where $(s_k)_i$ is the $i$th component of $s_k$ $(i = 1, \ldots, N_t)$. We assume that $H$ is known at the receiver but not known at the transmitter.

Next, we derive the outage probability expression of the space–time code for any given piecewise-linear DMT function. Let $r$ and $d$ denote the multiplexing and diversity gains defined in [13], respectively. That is

$$R = \lim_{\gamma_s \to \infty} \frac{R(\gamma_s)}{\log \gamma_s}$$  

$$D = -\lim_{\gamma_s \to \infty} \frac{\log P_{\text{out}}(\gamma_s)}{\log \gamma_s}$$

![Fig. 1](image)
where $R(\gamma_s)$ is the spectral efficiency (bits/s/Hz), and $P_{\text{out}}(\gamma_s)$ is the outage probability. In this paper, all the logarithms are assumed to be taken with respect to base 2. By L'Hopital's rule, (2) can be expressed as

$$r = \lim_{\gamma_s \to \infty} \frac{\partial R(\gamma_s)}{\partial \log \gamma_s} = \lim_{\gamma_s \to \infty} \frac{\partial R(\gamma_s)}{\partial \gamma_s}.$$  

(4)

Eq. (4) can be rewritten as

$$\lim_{\gamma_s \to \infty} \frac{\partial R(\gamma_s)}{\partial \gamma_s} = \lim_{\gamma_s \to \infty} \frac{r}{2 \gamma_s}.$$  

(5)

By integrating both sides of (5), we have

$$\lim_{\gamma_s \to \infty} R(\gamma_s) = \lim_{\gamma_s \to \infty} r \log \gamma_s + c_r$$  

(6)

where $c_r$ is an arbitrary real constant. Let $k_r = 2^{c_r} > 0$. Then, as $\gamma_s \to \infty$ (i.e., high SNR), $R(\gamma_s)$ can be expressed as

$$R(\gamma_s) = \log(k_r \gamma_s^\alpha).$$  

(7)

In a similar way, from L'Hopital's rule, (3) can be rewritten as

$$\frac{d}{d\gamma_s} P_{\text{out}}(\gamma_s) = \lim_{\gamma_s \to \infty} \frac{\partial P_{\text{out}}(\gamma_s)}{\partial \log \gamma_s} = \lim_{\gamma_s \to \infty} \frac{\partial \log \gamma_s}{\partial \gamma_s}.$$  

(8)

From (8), we have

$$\lim_{\gamma_s \to \infty} \log P_{\text{out}}(\gamma_s) = \lim_{\gamma_s \to \infty} -d \log \gamma_s + c_d$$  

(9)

where $c_d$ is a real arbitrary constant. As $\gamma_s \to \infty$, $P_{\text{out}}(\gamma_s)$ can be expressed as

$$P_{\text{out}}(\gamma_s) = k_d \gamma_s^{-d}$$  

(10)

where $k_d = 2^{c_d} > 0$.

Consider a space–time code whose DMT characteristic function, which is defined in [13], is given by

$$d_i(r) = v - ur, \text{ for } \alpha \leq r \leq \beta(\alpha > 0)$$  

(11)

where $d_i(r) \geq 0$, and $u \geq 0$ and $v \geq 0$ are real constants. Let $P_{\text{out}}(\gamma_s)$ denote the outage probability for the space–time code whose DMT is given by (11). From (10) and (11), as $\gamma_s \to \infty$, $P_{\text{out}}(\gamma_s)$ can be expressed as

$$P_{\text{out}}(\gamma_s) = k_d \gamma_s^{-d} d_i(\gamma_s) = k_d \gamma_s^{-d} \frac{u r}{\gamma_s^\alpha}.$$  

(12)

Eq. (7) can be rewritten as

$$\gamma_s^\alpha = \frac{2^{R(\gamma_s)}}{k_r} > 1$$  

(13)

where the inequality follows from $\gamma_s \gg 1$ (i.e., high SNR) and $r > 0$. Substituting (13) into (12), as $\gamma_s \to \infty$, $P_{\text{out}}(\gamma_s)$ can be rewritten as

$$P_{\text{out}}(\gamma_s) = k_d \left( \frac{2^{R(\gamma_s)}}{k_r} \right) \frac{u}{\gamma_s^\alpha}.$$  

(14)

for $(2^{R(\gamma_s)/k_r})^{1/\beta} \leq \gamma_s \leq (2^{R(\gamma_s)/k_r})^{1/\alpha}$. The range of $\gamma_s$ is derived as follows. Since $r > 0$, (13) can be rewritten as

$$\gamma_s = \frac{2^{R(\gamma_s)/k_r}}{k_r}.$$  

(15)

Thus, from the inequality in (13) and $\alpha \leq r \leq \beta$ in (11), we have the range of $\gamma_s$ in (14). We focus on the situation that the spectral efficiency, i.e., $R(\gamma_s)$, does not change as $\gamma_s$ increases. That is, $R(\gamma_s)$ is fixed regardless of SNR. The motivation for this will be described in Section IV. Thus, from here onward, we denote the spectral efficiency, i.e., $R(\gamma_s)$, simply by $R$. In the following sections, for given piecewise-linear DMT functions of the space–time codes, we analyze the crossover points of their outage probability curves.

A. Case When There Exists a Crossover in the DMT Functions

We first analyze the case where there exists a crossover in the DMT characteristic functions. Consider two space–time codes that have linear DMT characteristics as follows:

$$d_1(r) = v_1 - u_1 r \quad \text{and} \quad d_2(r) = v_2 - u_2 r$$  

(16)

for $\alpha \leq r \leq \beta(\alpha > 0)$

where

$$u_1 > 0 \quad \text{and} \quad v_1 > 0 \quad (i = 1, 2)$$  

(17)

$$v_1 - u_1 \alpha < v_2 - u_2 \alpha$$  

(18)

$$v_1 - u_1 \beta > v_2 - u_2 \beta.$$  

That is, there exists a crossover in $\alpha < r < \beta$ for the two DMT functions. Let $P_{\text{out},1}(\gamma_s)$ and $P_{\text{out},2}(\gamma_s)$ denote the outage probabilities of the space–time codes whose DMT functions are given by $d_1(r)$ and $d_2(r)$, respectively. Then, from (14), as $\gamma_s \to \infty$, we have

$$P_{\text{out},i}(\gamma_s) = k_d \left( \frac{2^{R}}{k_r} \right) \frac{u_i}{\gamma_s^\alpha} \quad (i = 1, 2)$$  

(19)

for $(2^{R/k_r})^{1/\beta} \leq \gamma_s \leq (2^{R/k_r})^{1/\alpha}$. From (19), for a given spectral efficiency, i.e., $R$, we find the SNR, i.e., $\gamma_s^*$, for which $P_{\text{out},1}(\gamma_s)$ and $P_{\text{out},2}(\gamma_s)$ are identical. It can be readily shown that, for $v_1 \neq v_2$, $\gamma_s^*$ is given by

$$\gamma_s^* = \left( \frac{2^{R}}{k_r} \right)^{\frac{1}{\alpha}}$$  

(20)

In the following, we will show that $\gamma_s^*$ exists within the range of SNR in (19) and that $v_1 \neq v_2$, or, more precisely, $v_2 > v_1$ for (20).

i) From (17) and (18), we obtain $(\beta - \alpha)u_2 > (\beta - \alpha)u_1$, or, equivalently, $u_2 > u_1$. By multiplying (17) and (18) by $\beta$ and $\alpha$, respectively, it can be shown that $v_2 > v_1$.

ii) From $u_2 > u_1$ and $v_2 > v_1$, (17) and (18) can be rewritten as $1/\alpha > (u_2 - u_1)/(v_2 - v_1)$ and $1/\beta < (u_2 - u_1)/
over point in the outage probability monotonically decreases.

Furthermore, from $u_2 > u_1$ and $v_2 > v_1$, it follows that $\gamma_s$, given by (20), is a strictly increasing function in $R$, as long as $k_r > 0$. In other words, as the spectral efficiency increases, the crossover point of the outage probability curves in SNR monotonically increases.

If we substitute $\gamma_s$, given by (20), into (19), it can be shown that the corresponding outage probability, i.e., $P^*_\text{out}$, is given by

$$P^*_\text{out} = k_d \left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}}. \quad (22)$$

We will prove that $P^*_\text{out}$ is a strictly decreasing function in $R$: From $u_2 > u_1$ and $v_2 > v_1$, (18) can be rewritten as $\beta > (v_2 - v_1)/(u_2 - u_1)$. From $d_2(\beta) = v_2 - u_2 \beta \geq 0$, which is assumed in (15), and $u_2 > 0$, given by (16), it is seen that $\beta \leq v_2/u_2$. Thus, we have $(v_2 - v_1)/(u_2 - u_1) < v_2/u_2$. From this, $u_2 > 0$, and $u_2 > u_1$, it can be shown that $u_2v_1 > u_1v_2$. In addition, from $v_2 > v_1$, we have

$$\frac{u_1v_2 - u_2v_1}{v_2 - v_1} < 0. \quad (23)$$

Eqs. (22) and (23) show that $P^*_\text{out}$ is a strictly decreasing function in $R$, regardless of what the constants $k_d > 0$ and $k_r > 0$ are. That is, as the spectral efficiency increases, the crossover point in the outage probability monotonically decreases.

Moreover, from (19) and $v_2 > v_1$, it can be shown that

$$P_{\text{out,1}}(\gamma_s) < P_{\text{out,2}}(\gamma_s) \quad \text{for} \quad \left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}} \leq \gamma_s < \gamma^*_s,$$

$$P_{\text{out,1}}(\gamma_s) > P_{\text{out,2}}(\gamma_s) \quad \text{for} \quad \gamma_s^* < \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}}. \quad (24)$$

Let $P^*_\text{out,f}$ and $\gamma^*_s,f$ denote the crossover point when a spectral efficiency $R = R_f$ is used, and let $P^*_\text{out,g}$ and $\gamma^*_s,g$ denote the crossover point when a spectral efficiency $R = R_g$ is employed. Suppose that $R_f < R_g$. Since $\gamma^*_s$ and $P^*_\text{out}$ are strictly increasing and decreasing functions in $R$, respectively, we have

$$\gamma^*_s,f < \gamma^*_s,g \quad \text{and} \quad P^*_\text{out,f} > P^*_\text{out,g} \quad \text{for} \quad R_f < R_g. \quad (25)$$

Based on (24) and (25), the outage probabilities of the two space–time codes, for the same given spectral efficiency, are qualitatively shown in Fig. 2. Suppose that a target outage probability, i.e., $P^\text{out,T}$, is smaller than $P^*_\text{out,f}$ but greater than $P^*_\text{out,g}$. Then, in Fig. 2, it is seen that, for a spectral efficiency $R_f$, the space–time code with the DMT of $d_2(r)$ given by (15) is preferable to that with the DMT of $d_1(r)$. For a spectral efficiency $R_g$, however, the latter is preferable to the former. Note that the analyses in this section are valid for any $k_d > 0$ and $k_r > 0$.

### B. Case When the DMT Functions Coincide Only at the Lowest Multiplexing Gain

We next analyze the case when the DMT functions coincide only at the smallest multiplexing gain in the range $\alpha \leq r \leq \beta$. Consider two space–time codes that have linear DMT characteristics given by (15) with

$$u_i > 0 \quad \text{and} \quad v_i > 0 \quad (i = 1, 2) \quad (26)$$

$$v_1 - u_1 \alpha = v_2 - u_2 \alpha \quad (27)$$

$$v_1 - u_1 \beta < v_2 - u_2 \beta. \quad (28)$$

In the following, we will show that $u_1 > u_2$ and $v_1 > v_2$.

i) Assume that $u_1 < u_2$. From this assumption, (27), and (28), it is seen that $\alpha = (v_2 - v_1)/(u_2 - u_1)$ and $\beta < (v_2 - v_1)/(u_2 - u_1)$. From these, we have $\beta < \alpha$, which is inconsistent with $\alpha \leq \beta$ given by (15).

ii) Next, we assume that $u_1 = u_2$. Then, from (27) and (28), $v_1 = v_2$ and $v_1 < v_2$ are derived, which is a contradiction.

iii) Finally, we assume that $u_1 > u_2$. Then, from (27) and $\alpha > 0$ [given by (15)], $v_1 > v_2$ is derived.

From $v_1 > v_2$ and (27), we have $1/\alpha = (u_2 - u_1)/(v_2 - v_1)$. Thus, $\gamma^*_s$, given by (20), exists in the range of SNR, given by (19), in a manner such that

$$\left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}} \leq \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}} (\gamma^*_s). \quad (29)$$

Moreover, from $u_1 > u_2$ and $v_1 > v_2$, it is seen that $\gamma^*_s$ is a strictly increasing function in $R$, for any $k_d > 0$. In other words, as the spectral efficiency increases, the crossover point in SNR monotonically increases.

In the following, we will prove that $P^*_\text{out}$, given by (22), is a strictly decreasing function in $R$. From $u_1 > u_2$ and $v_1 > v_2$, (28) can be expressed as $\beta > (v_2 - v_1)/(u_2 - u_1)$. From $d_2(\beta) = v_2 - u_2 \beta \geq 0$ in (15) and $u_2 > 0$ in (26), we have $\beta \leq v_2/u_2$. Thus, we have $(v_2 - v_1)/(u_2 - u_1) < v_2/u_2$.

From this, $u_2 > 0$, and $u_1 > u_2$, it can be shown that $u_2v_1 < u_1v_2$. From this and $v_1 > v_2$, it follows that

$$\frac{u_1v_2 - u_2v_1}{v_2 - v_1} < 0. \quad (30)$$

From (22) and (30), it is seen that $P^*_\text{out}$ is a strictly decreasing function in $R$, for any $k_d > 0$ and $k_r > 0$. That is, as the spectral efficiency increases, the crossover point in the outage probability monotonically decreases.

Furthermore, from (19) and $v_1 > v_2$, it can be shown that

$$P_{\text{out,1}}(\gamma_s) > P_{\text{out,2}}(\gamma_s) \quad \text{for} \quad \left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}} \leq \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{n}{n-1}}. \quad (31)$$

From (31), it is seen that, except at the highest SNR, $\gamma_s = (2R/k_r)^{1/\alpha}$, the space–time code with the DMT given by $d_2(r)$ is always preferable to the space–time code with the DMT given by $d_1(r)$, for any spectral efficiency $R$ and target outage probability $P^\text{out,T}$. Note that this differs from the result in Section II-A, which is stated below (25). However, as described
below (29) and (30), the crossover point, \( \gamma^*_s \), and \( P^*_{\text{out}} \) retain the same properties as those in Section II-A. That is
\[
\gamma^*_{s,f} < \gamma^*_{s,g} \quad \text{and} \quad P^*_{\text{out},f} > P^*_{\text{out},g} \quad \text{for} \quad R_f < R_g. \tag{32}
\]

This will be used for the analysis in Section III.

### C. Case When the DMT Functions Coincide Only at the Highest Multiplexing Gain

Here, we analyze the case when the DMT functions coincide only at the largest multiplexing gain in the range \( \alpha \leq r \leq \beta \). Consider two space–time codes that have linear DMT characteristics given by (15) with

\[
\begin{align*}
&u_1 \geq 0, u_2 > 0, v_1 \geq 0, \quad \text{and} \quad v_2 > 0 \tag{33} \\
v_1 - u_1 \alpha < v_2 - u_2 \alpha \tag{34} \\
v_1 - u_1 \beta = v_2 - u_2 \beta. \tag{35}
\end{align*}
\]

In a similar manner to Section II-B, it can be shown that \( \gamma^*_s \), given by (20), exists in the range of SNR, given by (19), in a way such that
\[
\left( \frac{2R}{k_r} \right)^{\frac{1}{\alpha}} = \gamma^*_s < \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{1}{\beta}}. \tag{36}
\]

Furthermore, it can be shown that
\[
P_{\text{out},1}(\gamma_s) > P_{\text{out},2}(\gamma_s) \quad \text{for} \quad \left( \frac{2R}{k_r} \right)^{\frac{1}{\beta}} < \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{1}{\alpha}}. \tag{37}
\]

That is, except at the lowest SNR, the space–time code with the DMT given by \( d_2(r) \) is preferable to that with the DMT given by \( d_1(r) \), for any \( R \) and \( P_{\text{out},T} \). This is different from the result in Section II-A.

### D. Case When the DMT Functions Differ for Any Multiplexing Gain

We take into account the case when the DMT functions are different over the entire range \( \alpha \leq r \leq \beta \). Consider two space–time codes that have linear DMT characteristics given by (15), with

\[
\begin{align*}
u_1 &\geq 0, u_2 > 0, v_1 \geq 0, \quad \text{and} \quad v_2 > 0 \tag{38} \\
v_1 - u_1 \alpha &< v_2 - u_2 \alpha \tag{39} \\
v_1 - u_1 \beta &< v_2 - u_2 \beta. \tag{40}
\end{align*}
\]

It can be shown that for all \( u_i \) and \( v_i \) \( (i = 1,2) \) satisfying (38)–(40), we have \( \{u_1 > u_2, v_1 > v_2\}, \{u_1 > u_2, v_1 = v_2\}, \) and \( \{u_1 < v_1, v_1 < v_2\} \). For each set, we will show that \( \gamma^*_s \), given by (20), does not exist in the range of SNR given by (19).

i) \( \{u_1 > u_2, v_1 > v_2\} \): From \( \alpha > 0 \) in (15) and (39), we have \( 1/\alpha = (u_2 - u_1)/(v_2 - v_1) \), i.e., \( (2R/k_r)^{1/\alpha} < \gamma^*_s \).

ii) \( \{u_1 > u_2, v_1 = v_2\} \): From (19), it is seen that there exists no \( \gamma^*_s \) for which \( P_{\text{out},1}(\gamma_s) \) and \( P_{\text{out},2}(\gamma_s) \) are the same.

iii) \( \{u_1 < v_1, v_1 < v_2\} \): From \( \beta > 0 \) in (15) and (40), it follows that \( (u_2 - u_1)/(v_2 - v_1) < 1/\beta \), i.e., \( \gamma^*_s < (2R/k_r)^{1/\beta} \).

Next, for each set above, we will show that
\[
P_{\text{out},1}(\gamma_s) > P_{\text{out},2}(\gamma_s) \quad \text{for} \quad \left( \frac{2R}{k_r} \right)^{\frac{1}{\alpha}} \leq \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{1}{\beta}}. \tag{41}
\]

i) \( \{u_1 > u_2, v_1 > v_2\} \): From (19), it is seen that \( P_{\text{out},1}(\gamma_s)/P_{\text{out},2}(\gamma_s) \) is a strictly decreasing function in \( \gamma_s \). We have already shown that \( (2R/k_r)^{1/\alpha} < \gamma^*_s \); thus, (41) is valid.

ii) \( \{u_1 > u_2, v_1 = v_2\} \): From (19) and the inequality in (13), it follows that (41) holds.

iii) \( \{u_1 < v_1, v_1 < v_2\} \): From (19), \( P_{\text{out},1}(\gamma_s)/P_{\text{out},2}(\gamma_s) \) is a strictly increasing function in \( \gamma_s \). Since \( \gamma^*_s < (2R/k_r)^{1/\beta} \), (41) is valid.
From (41), it is seen that the space–time code with the DMT
given by \( d_2(r) \) is preferable to that with the DMT
given by \( d_1(r) \), for any \( R \) and \( P_{\text{out},T} \).

E. Case When the DMT Functions Coincide

Finally, we consider the case when the DMT functions coin-
cide over the entire range \( \alpha \leq r \leq \beta \). Consider two space–time
codes that have linear DMT characteristics given by (15), with
\[
\begin{align*}
  u_1 &= u_2 \geq 0 \quad \text{and} \quad v_1 = v_2 \geq 0.
\end{align*}
\]
From (19) and (42), we have
\[
P_{\text{out},1}(\gamma_s) = P_{\text{out},2}(\gamma_s) \quad \text{for} \quad \left( \frac{2^R}{k_r} \right) \leq \gamma_s \leq \left( \frac{2^R}{k_r} \right)^{1/2}. \tag{43}
\]
That is, the two space–time codes are equally preferable.

III. CROSSOVER POINT ANALYSIS OF THE OUTAGE
PROBABILITY CURVES FOR D-BLAST, V-BLAST, AND OSTBC

Here, based on the analysis in Section II, we analyze the behavior of the crossover point of the outage proba-
bility curves for specific space–time codes. As an example, we take three space–time codes into consideration: two-layer
D-BLAST with a group zero-forcing receiver [14], V-BLAST
with an MMSE receiver, and OSTBC with a decorrelator.
Group decoding (group detection) is a recent decoding method
studied in [23]–[28]. By dividing all symbols into multiple
groups, the group zero-forcing decoding is performed in two
steps, i.e., nulling the interference from all the other groups
and then maximum-likelihood decoding. From here onward,
unless stated otherwise, D-BLAST, V-BLAST, and OSTBC
are assumed to be with those specific receivers. The DMT
characteristics of D-BLAST, V-BLAST, and OSTBC, which are
denoted by \( d_D(r) \), \( d_V(r) \), and \( d_O(r) \), respectively, are given by
[14], [21], [29]
\[
\begin{align*}
  d_D(r) &= \begin{cases} 
    N_rN_t - N_t + 1 - \frac{1}{2}N_r(N_t + 1) & \text{for} \quad 0 \leq r \leq \frac{N_r}{N_t + 1} \\
    (N_r - 1)N_t - \frac{1}{2}(N_r - 1)(N_t + 1) & \text{for} \quad \frac{N_r}{N_t + 1} \leq r \leq \frac{2N_r}{N_t + 1} \\
    0 & \text{for} \quad \frac{2N_r}{N_t + 1} \leq r < \infty
  \end{cases} \tag{44}
\end{align*}
\]
\[
\begin{align*}
  d_V(r) &= \begin{cases} 
    N_rN_t - N_t + 1 - \frac{1}{N_t}(N_r - N_t + 1)r & \text{for} \quad 0 \leq r \leq N_t \\
    0 & \text{for} \quad N_t \leq r < \infty
  \end{cases} \tag{45}
\end{align*}
\]
\[
\begin{align*}
  d_O(r) &= \begin{cases} 
    N_rN_t - \frac{1}{r}N_rN_t r_r & \text{for} \quad 0 \leq r \leq r_s \\
    0 & \text{for} \quad r_s \leq r < \infty
  \end{cases} \tag{46}
\end{align*}
\]
where \( r_s \) is the spatial multiplexing rate of the OSTBC, which is
defined as the ratio of the number of symbols packed within
a space–time codeword to the time duration of a space–time
codeword. For \( N_t = 2 \), the Alamouti scheme achieves \( r_s = 1 \).
On the other hand, \( r_s = 3/4 \) is the maximum achievable rate
for \( N_t = 3 \) or 4 in the complex OSTBC, and \( r_s = 1/2 \) is the
maximum rate for \( N_t > 4 \) [30]. As an example, the DMT
characteristics for \( 3 \times 3 \) MIMO systems are shown in Fig. 3.
Here, to compare the given space–time codes, it is assumed that
\( N_r \geq N_t \geq 2 \).

A. Two-Layer D-BLAST With a Group Zero-Forcing Receiver

We first analyze D-BLAST and V-BLAST. The range of mul-
tiplexing gain, which is given by (44) and (45), can be divided
into \( 0 < r \leq 2/(N_t + 1), \) \( 2/(N_t + 1) \leq r \leq 2N_t/(N_t + 1), \)
\( 2N_t/(N_t + 1) \leq r \leq N_t, \) and \( N_t \leq r < \infty, \) such that the
DMT functions of both D-BLAST and V-BLAST are linear
over each range. Based on the results in Section II, for each
of the ranges, we analyze the crossover point of the outage
probability curves of D-BLAST and V-BLAST. The proof of
the following analysis is given in Appendix A.

i) \( 0 < r \leq 2/(N_t + 1): \) For this range, the result in Section II-D,
given by (41), holds for \( (2^R/k_r)^{(N_t+1)/2} \leq \gamma_s < \infty \) (i.e.,
D-BLAST is preferable to V-BLAST).

ii) \( 2/(N_t + 1) \leq r \leq 2N_t/(N_t + 1): \) For this case, the
result in Section II-A, given by (24) and (25), holds for
\( (2^R/k_r)^{(N_t+1)/2N_t} \leq \gamma_s \leq (2^R/k_r)^{(N_t+1)/2} \) (i.e.,
there exists a crossover point, \( \gamma_{s}^* \) and \( P_{\text{out}}^* \), in the outage
probability curves; V-BLAST is preferable to D-BLAST
for \( \gamma_s < \gamma_{s}^* \), and D-BLAST is preferable otherwise; the
crossover point, \( \gamma_{s}^* \) and \( P_{\text{out}}^* \), exhibits a monotonic behav-
ior as spectral efficiency increases).

iii) \( 2N_t/(N_t + 1) \leq r \leq N_t: \) The result in Section II-C, given
by (37), holds for \( (2^R/k_r)^{1/N_t} \leq \gamma_s \leq (2^R/k_r)^{(N_t+1)/2N_t} \)
(i.e., V-BLAST is preferable to D-BLAST, except at \( \gamma_s =
(2^R/k_r)^{1/N_t} \)).
Let $P_{\text{out},D}(\gamma_s)$ and $P_{\text{out},V}(\gamma_s)$ denote the outage probabilities of D-BLAST and V-BLAST, respectively. The results of i), ii), iii), and iv) can be summarized as follows:

\[ P_{\text{out},D}(\gamma_s) = P_{\text{out},V}(\gamma_s) \text{ for } 1 < \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{1}{N_t}} \]
\[ P_{\text{out},D}(\gamma_s) > P_{\text{out},V}(\gamma_s) \text{ for } \left( \frac{2R}{k_r} \right)^{\frac{1}{N_t}} < \gamma_s < \gamma^*_s \]
\[ P_{\text{out},D}(\gamma_s) < P_{\text{out},V}(\gamma_s) \text{ for } \gamma^*_s < \gamma_s < \infty \] (47)

where $\gamma^*_s$ exists in the range of $(2R/k_r)^{(N_t+1)/2N_t} < \gamma_s < (2R/k_r)^{(N_t+1)/2}$, and it exhibits monotonic behavior, as given by (25), i.e.,

\[ \gamma^*_s < \gamma_s < \gamma^*_s \text{ and } P^*_s < P^*_t \text{ for } R_f < R_g. \] (48)

Suppose that a target outage probability, i.e. $P_{\text{out},T}$, is smaller than $P^*_t$, or but greater than $P^*_s$. Then, from (47) and (48), it is seen that D-BLAST is preferable to V-BLAST for a spectral efficiency $R_f$, but V-BLAST is preferable for $R_g$ (see Fig. 2).

### B. Two-Layer D-BLAST With a Group Zero-Forcing Receiver and OSTBC With a Decorrelator

We next analyze D-BLAST and OSTBC. The range of multiplexing gains, given by (44) and (46), can be divided into $0 < r \leq 2/(N_t + 1)$, $2/(N_t + 1) \leq r \leq r_s$, and $r_s < r \leq 2N_t/(N_t + 1)$, and $2N_t/(N_t + 1) \leq r < \infty$ such that the DMT functions of both D-BLAST and OSTBC are linear for each range. We first take into account the case of $N_t \geq 3$. The proof of the following analysis is presented in Appendix B.

**Case 1:** $N_t \geq N_r \geq 3$

i) $0 < r \leq 2/(N_t + 1)$: For this range, the result in Section II-A, which is given by (24) and (25), holds for $(2R/k_r)^{(N_t+1)/2} \leq \gamma_s < \infty$ (i.e., there exists a crossover point, $\gamma^*_s$, and $P^*_s$, in the outage probability curves; D-BLAST is preferable for $\gamma_s < \gamma^*_s$, and OSTBC is preferable otherwise; the crossover point, $\gamma^*_s$, and $P^*_s$, exhibit a monotonic behavior as spectral efficiency increases).

ii) $2/(N_t + 1) \leq r \leq r_s$: For this case, the result in Section II-D, which is given by (41), holds for $(2R/k_r)^{1/r_s} \leq \gamma_s \leq (2R/k_r)^{(N_t+1)/2}$ (i.e., D-BLAST is preferable to OSTBC).

iii) $r_s < r \leq 2N_t/(N_t + 1)$: The result in Section II-C, which is given by (37), holds for $(2R/k_r)^{(N_t+1)/2N_t} \leq \gamma_s \leq (2R/k_r)^{1/r_s}$ (i.e., D-BLAST is preferable to OSTBC except at $\gamma_s = (2R/k_r)^{(N_t+1)/2N_t}$).

iv) $2N_t/(N_t + 1) \leq r < \infty$: The result in Section II-E, which is given by (43), holds for $1 < \gamma_s \leq (2R/k_r)^{(N_t+1)/2N_t}$ (i.e., D-BLAST and OSTBC are equally preferable).

Let $P_{\text{out},O}(\gamma_s)$ denote the outage probability of OSTBC. The results of i), ii), iii), and iv) are summarized in the following:

\[ P_{\text{out},D}(\gamma_s) = P_{\text{out},O}(\gamma_s) \text{ for } 1 < \gamma_s \leq \left( \frac{2R}{k_r} \right)^{\frac{N_t+1}{N_t}} \]
\[ P_{\text{out},D}(\gamma_s) < P_{\text{out},O}(\gamma_s) \text{ for } \left( \frac{2R}{k_r} \right)^{\frac{N_t+1}{N_t}} < \gamma_s < \gamma^*_s \]
\[ P_{\text{out},D}(\gamma_s) > P_{\text{out},O}(\gamma_s) \text{ for } \gamma^*_s < \gamma_s < \infty \] (49)

where $\gamma^*_s$ exists in the range of $(2R/k_r)^{(N_t+1)/2} < \gamma_s < \infty$, and it exhibits a monotonic behavior, as given by (25), i.e.,

\[ \gamma^*_s, \gamma^*_s \text{ and } P^*_s, \text{ for } R_f < R_g. \] (50)

**Case 2:** $N_t = 2$ and $N_r > 4$

We have the same results as those of i), ii), iii), and iv) of Case 1.

**Case 3:** $N_t = 2$ and $N_r = 3$

i) $0 < r \leq 2/(N_t + 1)$: For this range, the result in Section II-C, which is given by (37), holds for $(2R/k_r)^{(N_t+1)/2} \leq \gamma_s < \infty$ (i.e., OSTBC is preferable to D-BLAST, except at $\gamma_s = (2R/k_r)^{(N_t+1)/2}$).

ii) $2/(N_t + 1) \leq r \leq 1$: The result in Section II-B, which is given by (31) and (32), holds for $2R/k_r \leq \gamma_s \leq (2R/k_r)^{(N_t+1)/2}$ (i.e., D-BLAST is preferable to OSTBC, except at $\gamma_s = (2R/k_r)^{(N_t+1)/2}$; the crossover point, $\gamma^*_s$, and $P^*_s$, exhibit a monotonic behavior as spectral efficiency increases).

iii) $1 \leq r \leq 2N_t/(N_t + 1)$: This is the same result as that of iii) of Case 1.

iv) $2N_t/(N_t + 1) \leq r < \infty$: This is the same result as that of iv) of Case 1.

The results of i), ii), iii), and iv) can also be summarized as given by (49); however, the crossover point is exactly $\gamma^*_s = (2R/k_r)^{(N_t+1)/2}$; it also exhibits a monotonic behavior, as given by (32), or, equivalently, (50).

**Case 4:** $N_t = N_r = 2$

i) $0 < r \leq 2/(N_t + 1)$: For this range, the result in Section II-D, which is given by (41), holds for $(2R/k_r)^{(N_t+1)/2} \leq \gamma_s < \infty$ (i.e., OSTBC is preferable to D-BLAST).

ii) $2/(N_t + 1) \leq r \leq 1$: The result in Section II-A, which is given by (24) and (25), holds for $2R/k_r \leq \gamma_s \leq (2R/k_r)^{(N_t+1)/2}$ (i.e., there exists a crossover point $\gamma^*_s$, and $P^*_s$, in the outage probability curves; D-BLAST is preferable for $\gamma_s < \gamma^*_s$, and OSTBC is preferable otherwise; the crossover point $\gamma^*_s$, and $P^*_s$, exhibit a monotonic behavior as spectral efficiency increases).

iii) $1 \leq r \leq 2N_t/(N_t + 1)$: This is the same result as that of iii) of Case 1.

iv) $2N_t/(N_t + 1) \leq r < \infty$: This is the same result as that of iv) of Case 1.

The results of i), ii), iii), and iv) can also be summarized as given by (49); however, the crossover point is exactly $\gamma^*_s = (2R/k_r)^{(N_t+1)/2}$; it also exhibits a monotonic behavior, as given by (32), or, equivalently, (50).
γ_s < (2^R/k_R)^(N_t+1)/2; it also exhibits a monotonic behavior, as given by (25) or, equivalently, (50).

Suppose that a target outage probability, i.e., \( P_{\text{out,T}} \), is smaller than \( P_{\text{out,f}} \) but greater than \( P_{\text{out,g}} \). Then, for all the Cases 1, 2, 3, and 4, from (49) and (50), it is seen that OSTBC is preferable to D-BLAST for a spectral efficiency \( R_f \), but D-BLAST is preferable for \( R_g \) (see Fig. 2).

C. V-BLAST With an MMSE Receiver and OSTBC With a Decorrelator

In a similar manner, it can be readily shown that, for V-BLAST and OSTBC, we have

\[
P_{\text{out,V}}(\gamma_s) = P_{\text{out,O}}(\gamma_s), \quad \text{for} \quad 1 < \gamma_s \leq \left(\frac{2^R}{k_R}\right)^{1/N_t}
\]

\[
P_{\text{out,V}}(\gamma_s) < P_{\text{out,O}}(\gamma_s), \quad \text{for} \quad \left(\frac{2^R}{k_R}\right)^{1/N_t} < \gamma_s < \gamma^*_s
\]

\[
P_{\text{out,V}}(\gamma_s) > P_{\text{out,O}}(\gamma_s), \quad \text{for} \quad \gamma^*_s < \gamma_s < \infty
\]

where \( \gamma^*_s \) exists in the range of \( (2^R/k_R)^{1/r_s} < \gamma^*_s < \infty \), and it exhibits a monotonic behavior, as given by (25), i.e.,

\[
\gamma^*_s < \gamma^*_{s,g} \quad \text{and} \quad P^*_{\text{out,f}} > P^*_{\text{out,g}} \quad \text{for} \quad R_f < R_g.
\]

Suppose that a target outage probability, i.e., \( P_{\text{out,T}} \), is smaller than \( P^*_{\text{out,f}} \) but greater than \( P^*_{\text{out,g}} \). Then, from (51) and (62), it is seen that OSTBC is preferable to V-BLAST for a spectral efficiency \( R_f \), but V-BLAST is preferable for \( R_g \). Note that the results are consistent with those of the analyses for V-BLAST with a zero-forcing receiver and OSTBC that are presented in [12]. The results are not contrary to our expectation, since the DMT functions of an MMSE receiver and a zero-forcing receiver for V-BLAST are exactly the same.

IV. OPTIMAL SPACE–TIME CODING OF A PROGRESSIVE BITSTREAM

We exploit the analysis in Section III to address the optimization of progressive transmission in MIMO systems. In the following, we summarize the properties of progressive sources, as described in [12, Sec. III], from the viewpoint of their target error rates and transmission data rates.

Progressive encoders produce encoded data with gradual differences of importance in their bitstreams. Suppose that the bitstream from a progressive source encoder is transformed into a sequence of \( N_p \) packets, as shown in Fig. 4. Each of those packets can be encoded with different transmission data rates, as well as different space–time codes, to yield the best end-to-end performance as measured by the expected distortion of the source. The error probability of an earlier packet needs to be less than or equal to that of a later packet, due to the decreasing importance in the progressive bitstream. Thus, given the same transmission power, the earlier packet requires a transmission data rate that is less than or equal to that of the later packet.

\[
\begin{align*}
\text{Packet} & \quad \text{Coding & Modulation} & \quad R_1 \quad & \quad C_1 \\
1 & \text{Packetizing} & \quad \text{Space-time coding} & \quad \text{Multiplexer} \\
2 & \text{Packetizing} & \quad \text{Space-time coding} & \quad \text{Multiplexer} \\
\vdots & \text{Packetizing} & \quad \text{Space-time coding} & \quad \text{Multiplexer} \\
N_p & \text{Packetizing} & \quad \text{Space-time coding} & \quad \text{Multiplexer}
\end{align*}
\]

Fig. 4. Progressive source transmission system. \( R_i \) and \( C_i \) denote the transmission data rate and the space–time code assigned to the \( i \)th packet, respectively (\( 1 \leq i \leq N_p \)).

Let \( N_{R_i} \) denote the number of candidate transmission data rates employed by a system. The number of possible assignments of \( N_{R_i} \) data rates to \( N_p \) packets would exponentially grow as \( N_p \) increases. Furthermore, in a MIMO system, if each packet can be encoded with different space–time codes (e.g., D-BLAST, V-BLAST, or OSTBC), the assignment of space–time codes, as well as data rates to \( N_p \) packets, yields a more complicated optimization problem. Note that each source, such as an image, has its inherent rate-distortion characteristic, from which the performance of the expected distortion is computed. Hence, for example, when a series of images is transmitted, the said optimization should be addressed in a real-time manner, considering which specific image (i.e., rate-distortion characteristic) is transmitted in the current time slot. To address this matter, for a single-input–single-output system, there have been some studies about the optimal assignment of data rates to a sequence of progressive packets [31]–[33].

For a MIMO system, we exploit the results in the previous section to optimize the assignment of space–time codes to progressive packets. First, we focus on D-BLAST and V-BLAST. Suppose that we can employ either D-BLAST or V-BLAST for each progressive packet and that the \( k \)th packet in a sequence of \( N_p \) packets is encoded with V-BLAST. Then, our analysis tells us that the \( k + 1 \), \( k + 2 \), …, \( N_p \)-th packets also should be encoded with V-BLAST rather than with D-BLAST. This is because in Section III, we have proven that when V-BLAST is preferable for a packet with a data rate (i.e., spectral efficiency) of \( R_f \), a packet with a data rate of \( R_g (> R_f) \) should also be encoded with V-BLAST, as long as the target error rate of the latter is the same as or higher than that of the former (see Fig. 2). That is, in a sequence of \( N_p \) progressive packets, the last \( i \) consecutive packets should be encoded with V-BLAST, and the other \( N_p - i \) packets are encoded with D-BLAST (\( 0 \leq i \leq N_p \)).

Next, suppose that either D-BLAST or OSTBC can be employed for each packet and that the \( k \)th packet is encoded with OSTBC. Then, the first, second, …, \( k - 1 \)-st packets also should be encoded with OSTBC. This is because in Section III, we have shown that when OSTBC is preferable for a packet with a rate of \( R_g \), a packet with a rate of \( R_f (< R_g) \) also should be encoded with OSTBC, as long as the target error rate of the
latter is the same as or lower than that of the former. Hence, the earliest \(i\) consecutive packets should be encoded with OSTBC, whereas the other \(N_P - i\) packets are encoded with D-BLAST (0 \(\leq i \leq N_P\)).

From the previous statements, the optimization strategy regarding D-BLAST, V-BLAST, and OSTBC can be derived as follows: Suppose that the system can employ D-BLAST, V-BLAST, or OSTBC for each progressive packet. Then, the earliest \(i\) consecutive packets should be encoded with OSTBC, the last consecutive packets should be encoded with V-BLAST, and the remaining \(N_P - i - j\) packets are encoded with D-BLAST (0 \(\leq i, j \leq N_P\) and 0 \(\leq i + j \leq N_P\)).

As a result, it can be shown that the number of possible assignments of the three space–time codes to a sequence of \(N_P\) packets is reduced from \(3^{N_P}\) to \(N_P + 1\choose 2\). The computational complexity involved with the optimization can be exponentially simplified.

V. NUMERICAL EVALUATION AND DISCUSSION

First, we numerically evaluate the outage probabilities of D-BLAST, V-BLAST, and OSTBC for various spectral efficiencies and numbers of transmit and receive antennas. The results for 2 \(\times\) 3 and 2 \(\times\) 4 MIMO systems are shown in Figs. 5 and 6, respectively,\(^1\) where solid curves denote the exact outage probabilities, and dashed curves denote the high-SNR approximate outage probabilities. In those equations, mutual information is normalized by the time duration of a space–time codeword [i.e., \(T\) as defined above (1)] for the computation of the outage probabilities.

Figs. 5 and 6 show that as spectral efficiency increases, the exact crossover points as well as the approximate crossover points behave in a manner predicted by the analysis as given by (48) and (50).

In Fig. 7, the exact outage probabilities of D-BLAST, V-BLAST, and OSTBC are shown together, for 2 \(\times\) 2 MIMO systems with several spectral efficiencies. If we focus on an outage probability of \(10^{-3}\), D-BLAST shows the best performance for the spectral efficiency of 12 bits/s/Hz, whereas OSTBC exhibits the best for 8 and 10 bits/s/Hz. Note that this preference is a function of spectral efficiency as well as the target outage probability of an application. For example, if the target is \(2 \cdot 10^{-1}\), V-BLAST is the best for 12 bits/s/Hz, whereas D-BLAST is the best for 8 and 10 bits/s/Hz. Fig. 8 shows the exact outage probabilities for 4 \(\times\) 4 MIMO systems. It is seen that as spectral efficiency increases, the crossover points behave as predicted by (48) and (50), similar to the case of 2 \(\times\) 2 MIMO systems. Note that, compared with 2 \(\times\) 2 MIMO systems, OSTBC performs well only at very high SNR. This is, in part, because the multiplexing rate is only 3/4 in the complex OSTBC for \(N_t = 3\) or 4 [30], unlike the case of \(N_t = 2\), where the Alamouti scheme achieves a multiplexing rate of 1.

In the following, we compare the optimal space–time coding and the suboptimal space–time coding for progressive

\(^1\)For other spectral efficiencies and numbers of antennas, the corresponding crossover points exhibit the same behavior; thus, they are not depicted here.
transmission. We evaluate the performances using the source coder SPIHT [34], for the 8 bits per pixel (bpp) 512 × 512 Lena image with a transmission rate of 0.5 bpp. The end-to-end performance is measured by the expected distortion of the image.

To begin, we summarize the evaluation of the expected distortion as stated in [12, Section V]: The system takes the compressed progressive bitstream and transforms it into a sequence of \( N_P \) packets with both error detection and error correction capability. Then, each coded packet is encoded by a space–time code. At the receiver, if a received packet is correctly decoded, the next packet is considered by the source decoder. Otherwise, the decoding is stopped, and the source is reconstructed from only the correctly decoded packets. We assume a slow-fading channel such that channel coefficients are nearly constant over an image, which consists of a sequence of \( N_P \) progressive packets. Let \( P_i(\hat{\gamma}_s,i) \) denote the conditional probability of a decoding error of the \( i \)th packet (1 ≤ \( i \) ≤ \( N_P \)) conditioned on \( \hat{\gamma}_s,i \), the instantaneous SNR per symbol for the \( i \)th packet. Then, the probability that no decoding errors occur in the first \( n \) packets with an error in the next packet, i.e., \( P_{c,n} \), is given by

\[
P_{c,n} = P_{n+1}(\hat{\gamma}_{s,n+1}) \prod_{i=1}^{n} (1 - P_i(\hat{\gamma}_s,i)) \quad \text{for} \quad 1 \leq n \leq N_P - 1.
\]

Note that \( P_{c,0} = P_1(\hat{\gamma}_{s,1}) \) is the probability of an error in the first packet, and \( P_{c,N_P} = \prod_{i=1}^{N_P} (1 - P_i(\hat{\gamma}_s,i)) \) is the probability that all \( N_P \) packets are correctly decoded. The distortion of the source when using the first \( n \) packets for the source decoder (0 ≤ \( n \) ≤ \( N_P \)) can be expressed as \( D(\sum_{i=1}^{n} r_i) \), where \( r_i \) is the number of source bits in the \( i \)th packet, and \( D(x) \) is the operational distortion-rate function of the source. Then, the expected distortion of the source, which is denoted by \( E[D] \), can be expressed as (54), shown at the bottom of the next page, where \( P_{c,n} \) is given by (53), and \( p(\hat{\gamma}_s,i) \) is the probability density function of the instantaneous SNR, i.e., \( \hat{\gamma}_s,i \), for the \( i \)th packet. For \( n = 0 \), we have \( D(\sum_{i=1}^{n} r_i) = D(0) \). From this, we have (53) and (54), and \( E[D] \) can be rewritten as (55), shown at the bottom of the next page. Note that \( p(\hat{\gamma}_s,i) \) is a function of the average SNR per symbol, i.e., \( \gamma_s \), as well as the spectral efficiency and the space–time code assigned to the \( i \)th packet; hence, \( E[D] \) is also a function of those parameters. Note that \( D(0) \) in (55) indicates the distortion for the event that there is an error in the first packet. For a still image, \( D(0) \) means reconstructing the entire image at the mean pixel value; hence, the image is worthless. For a video, on the other hand, the decoder will hold over the previous frame for that frame. For low-motion videos, \( D(0) \) might not be large.

Let \( C_i \) denote the space–time code assigned to the \( i \)th packet. One can find the optimal set of space–time codes \( C_{\text{opt}} = \{C_1, \ldots, C_{N_P}\}_{\text{opt}} \), which minimizes the expected distortion over a range of SNRs using the weighted cost function as follows:

\[
\arg \min_{C_1, \ldots, C_{N_P}} \frac{\int_{0}^{\infty} \omega(\gamma_s) E[D] d\gamma_s}{\int_{0}^{\infty} \omega(\gamma_s) d\gamma_s}
\]

where \( \omega(\gamma_s) \in [0, 1] \) is the weight function. For example, \( \omega(\gamma_s) \) can be chosen such that \( \omega(\gamma_s) = 1 \) for \( \gamma_{s,a} \leq \gamma_s \leq \gamma_{s,b} \), and \( \omega(\gamma_s) = 0 \) otherwise. In broadcast or multicast systems, that weight function indicates that SNRs of multiple receivers are uniformly distributed in \( \gamma_{s,a} \leq \gamma_s \leq \gamma_{s,b} \). Eq. (56) indicates that a set of space–time codes, i.e., \( C_1, \ldots, C_{N_P} \), is chosen such that the total sum of the expected distortion of the receivers distributed in \( \gamma_{s,a} \leq \gamma_s \leq \gamma_{s,b} \) is minimized. Note that the amount of computation involved in (56) exponentially grows as \( N_P \) increases. Alternatively, as presented in Section IV, we may choose a set of codes, i.e., \( C_1, \ldots, C_{N_P} \), with the constraint that the earliest \( i \) consecutive packets should be encoded with OSTBC, the last \( j \) consecutive packets should be...
encoded with V-BLAST, and the remaining \( N_P - i - j \) packets are encoded with D-BLAST (\( 0 \leq i, j \leq N_P \) and \( 0 \leq i + j \leq N_P \)).

To compare the image quality, we use the PSNR, defined as \( 10 \log_{10}(255^2/E[D]) \) (dB). We evaluate the PSNR performance as follows. We first compute (56) using the expected distortion, i.e., \( E[D] \), given by (55), and the weight function, i.e., \( w(\gamma_s) \), given below (56). Next, with the optimal set of codes, i.e., \( C_{opt} = [C_{1, \ldots, C_{N_P}}]_{opt} \), obtained from (56), we evaluate the PSNR over a range of SNRs, i.e., \( \gamma_s \leq \gamma_s \leq \gamma_s \), given below (56). The performance is numerically evaluated for the case that a sequence of \( N_P = 11 \) progressive packets is transmitted in \( 2 \times 2 \) MIMO systems as an example, and we assume that the spectral efficiencies are assigned in a way such that \( R = [2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 7.0, 8.0] \) (bits/s/Hz), where the \( i \)th component, i.e., \( R_i \), is the spectral efficiency assigned to the \( i \)th packet. For this specific setup, the optimal set of space–time codes computed from (56) is given by \( C_1 = \text{OSTBC} \), \( C_2 = C_3 = \ldots = C_9 = \text{D-BLAST} \), and \( C_{10} = C_{11} = \text{V-BLAST} \).

Fig. 9 shows the PSNR of such an optimal set of space–time codes, in addition to showing the PSNRs of other suboptimal sets of codes, such as the sets at the 75th and 50th percentiles among the sets of codes (note that the number of possible sets is \( 3^{N_P} \)), and the worst set of codes that shows the poorest performance. Fig. 9 also shows the PSNR performance when (56) is averaged over all possible sets of space–time codes. From this example, it is seen that PSNR performance of the progressive source is sensitive to the way space–time codes are assigned to a sequence of packets, in part due to the unequal target error rates and spectral efficiencies of the bitstream.

Fig. 9 also shows the PSNR performance when (56) is computed with the constraint presented in Section IV. In this case, the number of possible sets of space–time codes is reduced to \( \binom{N_P + 1}{2} \). We note that the same optimal set of codes has been obtained when (56) is computed with and without the constraint. That is, without losing any PSNR performance, the computational complexity involved with the optimization can be reduced by exploiting the monotonic behavior of the crossover point, as shown in Fig. 2. It is further seen that the PSNR performance that corresponds to the expected distortion averaged over all possible sets of codes becomes better when the constraint in Section IV is introduced, which shows that, on average, the constraint in Section IV is a good strategy for the space–time coding of progressive sources. The simulation parameters involved in the evaluation of the PSNR performance are summarized in Table I.

Fig. 10 shows the PSNR performance of the optimal set of space–time codes for \( 3 \times 3 \) and \( 4 \times 4 \) MIMO systems. Furthermore, it shows the performance of the optimal set of codes for the event that only V-BLAST and OSTBC are
employed (i.e., D-BLAST is excluded). For reference, Fig. 10 also shows the performance of the case where the outage probabilities are calculated from the mutual information of the MIMO channels [22]; that is, for the $i$th packet, the outage probability is obtained from

$$P_{\text{out}}(\gamma_i) = P\left[\log \det (I_{N_t} + \gamma_i \mathbf{H} \mathbf{H}^H) < R_i\right]$$ (57)

where $R_i$ is the spectral efficiency assigned to that packet, and $I_{N_t}$ denotes the $N_t \times N_t$ identity matrix. As can be seen in Fig. 10, there is a significant PSNR performance gap between the two cases where D-BLAST is excluded and not excluded.\footnote{Although not depicted here, the PSNR gap becomes even larger for more antennas, whereas the gap is not significant for $2 \times 2$ systems.}

This indicates that when progressive sources are transmitted in MIMO systems, the PSNR performance would improve if more space–time codes are considered for a sequence of packets. This motivated us to address the optimization strategy for a variety of space–time codes and their receivers rather than just V-BLAST with a zero-forcing receiver and OSTBC that were taken into account in our previous work [12]. Note that only three specific space–time codes, i.e., D-BLAST, V-BLAST, and OSTBC, are taken into account in Section III; however, the analysis in Section II can be exploited to optimize the progressive transmission that employs a variety of space–time codes and receivers with given DMT characteristic functions.

In the following, instead of the i.i.d. MIMO Rayleigh fading channels described in Section II, we also consider spatially correlated Rayleigh fading and Rician fading channels. Note that DMT characteristics, with multiplexing and diversity gains defined in (2) and (3) at high SNR, respectively, are not influenced by spatial correlation or line-of-sight (LOS) signal components [35], [36]. In other words, the DMT function for spatially correlated Rayleigh fading or Rician fading is identical to that for i.i.d. Rayleigh fading. This is because, as stated in [35], when the SNR approaches infinity, only the number of channel eigenmodes determines the performance, i.e., the relative strength of eigenmodes does not affect high-SNR behavior. Since spatial correlation or LOS components primarily affect the condition number of the channel matrix (i.e., the ratio of the maximum singular value to the minimum singular value), the impact of such propagation is not observed at high SNR. From this, it follows that the analysis of the crossover points presented in Section II is also valid over correlated Rayleigh fading or Rician fading channels at high SNR.

We numerically investigate the behavior of the crossover point in those propagation channels, which can be modeled as [37]

$$\mathbf{H}_e = \sqrt{\frac{K}{K+1}} \bar{\mathbf{H}} + \sqrt{\frac{1}{K+1}} \mathbf{R}_l^{1/2} \mathbf{H} \mathbf{R}_t^{1/2}$$ (58)

where $K > 0$ is the Rician factor, and $\bar{\mathbf{H}}$ represents the average channel matrix related to LOS signal components. The Frobenius norm of $\bar{\mathbf{H}}$ is normalized as $(N_t N_r)^{1/2}$, and $\overline{\mathbf{H}}$ is assumed to be known to both the transmitter and the receiver. $\mathbf{R}_l$ is an $N_t \times N_t$ transmit spatial correlation matrix, $\mathbf{R}_r$ is an $N_r \times N_r$ receive spatial correlation matrix, $(\cdot)^{1/2}$ stands for the Hermitian square root of a matrix, and $\mathbf{H}$ is an $N_r \times N_t$ i.i.d. channel matrix, as defined in Section II. We use an exponential correlation model at the transmitter and the receiver with $(\mathbf{R}_l)_{i,j} = \rho_l^{i-j}$ and $(\mathbf{R}_r)_{i,j} = \rho_r^{i-j}$, where $(\cdot)_{i,j}$ denotes the $(i,j)$th element of a matrix, and $\rho_l$ and $\rho_r$ are the transmit and receive spatial correlation coefficients between

### TABLE I

<table>
<thead>
<tr>
<th>System Parameters Involved in the Simulation of PSNR Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 9</td>
</tr>
<tr>
<td>Image</td>
</tr>
<tr>
<td>Resolution</td>
</tr>
<tr>
<td>Transmission rate</td>
</tr>
<tr>
<td>Number of antennas ($N_t, N_r$)</td>
</tr>
<tr>
<td>Spatial correlation coefficients ($\rho_l, \rho_r$)</td>
</tr>
<tr>
<td>Rician factor ($K$)</td>
</tr>
</tbody>
</table>
Fig. 11. Exact outage probabilities of D-BLAST, V-BLAST, and OSTBC for 2 × 2 MIMO systems in spatially correlated Rayleigh fading channels with ρ_t = ρ_r = 0.7. The crossover points are marked with circles, where D-O, D-V, and V-O denote the crossover points for D-BLAST/OSTBC, D-BLAST/V-BLAST, and V-BLAST/OSTBC, respectively.

Fig. 12. Exact outage probabilities of D-BLAST, V-BLAST, and OSTBC for 2 × 2 MIMO systems in Rician fading channels with K = 2. The crossover points are marked with circles, where D-O, D-V, and V-O denote the crossover points for D-BLAST/OSTBC, D-BLAST/V-BLAST, and V-BLAST/OSTBC, respectively.

adjacent antennas, respectively. The exact outage probabilities are numerically evaluated, as an example, for 2 × 2 spatially correlated Rayleigh fading channels with various correlation coefficients. The results for ρ_t = ρ_r = 0.7 are shown in Fig. 11. It is seen that the crossover points in the correlated Rayleigh fading channels behave in the same way as those for the i.i.d. Rayleigh fading channels do. Next, the exact outage probabilities are evaluated for 2 × 2 Rician fading channels, and the results for a Rician factor of K = 2 are shown in Fig. 12. It is also seen that the crossover points exhibit the same behavior as those for the i.i.d. Rayleigh fading channels.

Fig. 13 shows the PSNR performance for spatially correlated Rayleigh fading channels with ρ_t = ρ_r = 0.7, and Rician fading channels with K = 2, where the other system parameters are the same as those for i.i.d. Rayleigh fading channels, whose results are shown in Fig. 9. Note that, for each propagation channel, the same optimal set of space–time codes has been obtained when (56) is computed with and without the constraint. Furthermore, similar to the results for i.i.d. Rayleigh fading, the PSNR performance, which corresponds to the expected distortion averaged over all the possible sets of space–time codes, becomes better when the constraint in Section IV is introduced. This indicates that, even for spatially correlated Rayleigh fading or Rician fading channels, the constraint in Section IV is a good optimization strategy for the space–time coding of progressive sources.

In Fig. 14, we observe the performance for other images, such as 8-bpp 512 × 512 Pepper and 256 × 256 Cameraman, each with a rate of 0.5 bpp, in i.i.d. Rayleigh fading channels. In Fig. 14, for either Pepper or Cameraman, the same optimal set of space–time codes has been obtained when (56) is evaluated either with or without the constraint in Section IV, similar to the results for the Lena image, as shown in Fig. 9.

Finally, we note that our analysis in Sections III and IV can also be applied to scalable video, in addition to progressive images. In scalable video, the base layer is more important than the enhancement layer. If the base layer is split into multiple packets, those packets often have a similar level of importance. However, the enhancement layer (for example, with medium-grain scalability) can usually be split into multiple packets with successively decreasing importance. Hence, for real-time scalable video, we can apply our analytical results to the sequence of high-importance base-layer packets and successively less important enhancement-layer packets.
VI. Conclusion

When we transmit a sequence of multimedia progressive packets over MIMO channels, due to the differences in importance in the bitstream, the tradeoff between the space–time codes, which are under consideration to encode each packet, should be clarified in terms of their target error rates and spectral efficiencies. By exploiting DMT functions, we analyzed the crossover point of the outage probability curves of the space–time codes. The results showed that as long as the crossover point of the outage probabilities exists, as the spectral efficiency increases, the crossover point in the SNR monotonically increases, whereas that in outage probability monotonically decreases. The work in this paper extended [12] to more general cases, in that the given results can be applied to any space–time codes, receivers, and propagation channels with given DMT functions.

As a specific example, we took D-BLAST with a group zero-forcing receiver, V-BLAST with an MMSE receiver, and OSTBC into account and showed the monotonic behavior of the crossover points, which holds in spatially correlated Rayleigh and Rician fading channels, as well as in i.i.d. Rayleigh fading channels. Based on that, we derived the optimization method with respect to D-BLAST, V-BLAST, and OSTBC for the space–time coding of a sequence of multimedia progressive packets.

The numerical evaluation showed that the PSNR performance improves (nearly by 2 dB at the PSNR of 34 dB) when D-BLAST is introduced, in addition to V-BLAST and OSTBC. This motivated us to address the optimization strategy for a variety of space–time codes, rather than just that for V-BLAST and OSTBC that were considered in [12]. The evaluation showed that, without any PSNR degradation, the computational complexity involved with optimal space–time coding is exponentially reduced by the use of the derived optimization method. Furthermore, it was shown that the PSNR performance averaged over all the possible sets of space–time codes becomes better when the derived optimization method is used, which indicates that, on average, it is a good strategy for the space–time coding of multimedia progressive sources.

Our analysis allows a tradeoff between space–time codes in terms of their target error rates and transmission data rates (i.e., spectral efficiencies), from which the optimization strategy for the progressive transmission can be derived. The work in this paper has significance in terms of its impact on multimedia communications and its analysis for the monotonic behavior of the crossover points, which deepens our understanding of the tradeoff between space–time codes.

APPENDIX A

Proof of the Analysis in Section III-A

i) \( 0 < r \leq 2/(N_t + 1) \): From (44) and (45), it is seen that the condition of (38) is satisfied when we set \( d_1(r) = d_V(r) \) and \( d_2(r) = d_D(r) \) in (15). Furthermore, from \( N_r \geq N_t \geq 2 \), it can be shown that

\[
\begin{align*}
d_D(0) - d_V(0) &= N_r(N_t - 1) > 0 \quad (59) \\
d_D(2/(N_t + 1)) - d_V(2/(N_t + 1)) &= \frac{(N_r(N_t^2 - 2) - 2)(N_t - 1)}{N_t(N_t + 1)} > 0. \quad (60)
\end{align*}
\]

Eqs. (59) and (60) satisfy the conditions of (39) and (40), respectively, when we set \( \alpha = \varepsilon \) and \( \beta = 2/(N_t + 1) \), where \( \varepsilon > 0 \) denotes an arbitrarily small positive number. Hence, the result in Section II-D, which is given by (41), holds for \( (2^R/k_r)^{(N+1)/2} \leq \gamma_s < \infty \).

ii) \( 2/(N_t + 1) \leq r \leq 2N_t/(N_t + 1) \): We set \( d_1(r) = d_V(r) \) and \( d_2(r) = d_D(r) \) in (15). Then, from (44) and (45), the condition of (16) is satisfied. From \( N_r \geq N_t \geq 2 \), it can be shown that

\[
\begin{align*}
d_D(2N_t/(N_t + 1)) - d_V(2N_t/(N_t + 1)) &= -\frac{(N_r - N_t + 1)(N_t - 1)}{(N_t + 1)} < 0. \quad (61)
\end{align*}
\]

Setting \( \alpha = 2/(N_t + 1) \) and \( \beta = 2N_t/(N_t + 1) \), (60) and (61) satisfy the conditions of (17) and (18), respectively, so that the result in Section II-A, which is given by (24) and (25), holds for \( (2^R/k_r)^{(N+1)/2} \leq \gamma_s \leq (2^R/k_r)^{(N+1)/2} \).

iii) \( 2N_t/(N_t + 1) \leq r \leq N_t \): We set \( d_1(r) = d_D(r) \) and \( d_2(r) = d_V(r) \) in (15). Then, (33) is met from (44) and (45). Furthermore, we have

\[
\begin{align*}
d_D(N_t) &= d_V(N_t) = 0. \quad (62)
\end{align*}
\]

Eqs. (61) and (62) satisfy the conditions of (34) and (35), respectively, when setting \( \alpha = 2N_t/(N_t + 1) \) and \( \beta = N_t \); thus, the result in Section II-C, which is given by (37), holds for \( (2^R/k_r)^{1/N_t} \leq \gamma_s \leq (2^R/k_r)^{(N+1)/2N_t} \).
i) \( N_t \leq r < \infty \): For this range, from (44) and (45), we have \( d_D(r) = d_O(r) = 0 \). Since the two DMT functions coincide, the result in Section II-E, which is given by (43), holds for \( 1 < \gamma_s \leq (2^r/k_r)^{1/N_t} \).

### Appendix B

#### Proof of the Analysis in Section III-B

**Cases 1 and 2:** \( N_r \geq N_t \geq 3 \), or \( N_t = 2 \) and \( N_r \geq 4 \)

i) \( 0 < r \leq 2/(N_t + 1) \): From (44) and (46), the condition of (16) is met, as we set \( d_1(r) = d_D(r) \) and \( d_2(r) = d_O(r) \) in (15). In addition, it can be shown that

\[
d_D(0) - d_O(0) = 1 - N_t < 0
\]

\[
d_D(2/(N_t + 1)) - d_O(2/(N_t + 1)) = -r_sN_t^2 + (2 - r_s)N_t(N_t + r_s(1-N_t)) > 0
\]

The inequality in (64) is proven in the following: Let \( f(N_t) = -r_sN_t^2 + (2 - r_s)N_t(N_t + r_s(1-N_t)) \) be the numerator of (64). We will show that \( f(N_t) > 0 \) for either \( N_t \geq N_r \geq 3 \), or \( N_t = 2 \) and \( N_r \geq 4 \).

a) We first consider the case of \( N_t \geq 5 \): It can be shown that \( f(N_t) \) is a monotonically increasing function in \( N_t \) for \( N_t \leq N_r \leq (2-r_s)/2r_s \). From \( r_s = 1/2 \), we have \( (2-r_s)N_t/N_r \leq 3N_r/2 \). From this and \( N_t \geq 5 \), it follows that \( f(N_t) \geq f(5) = 7N_r - 12 > 0 \).

b) Next, we consider the case of \( N_t = 3 \) or 4: For \( r_s = 3/4 \) and \( N_r \geq N_t \), we have \( f(3) = 3N_r - 6 > 0 \) and \( f(4) = (17N_r - 45)/4 > 0 \).

c) Finally, we consider the case of \( N_t = 2 \) and \( N_r \geq 4 \): For \( r_s = 1 \) and \( N_r \geq 4 \), we have \( f(2) = N_r - 3 > 0 \).

Eqs. (63) and (64) satisfy the conditions of (17) and (18), respectively, when setting \( \alpha = \epsilon \) and \( \beta = 2/(N_t + 1) \). Thus, the result in Section II-A, which is given by (24) and (25), holds for \( (2^r/k_r)^{1/N_t+1}/2 \leq \gamma_s < \infty \).

ii) \( 2/(N_t + 1) \leq r \leq r_s \): We set \( d_1(r) = d_O(r) \) and \( d_2(r) = d_d(r) \) in (15). Then, (38) is satisfied from (44) and (46).

From \( N_t \geq 2 \) and \( r_s \leq 1 \), it can be readily shown that

\[
d_D(r_s) - d_O(r_s) = (N_t - 1)(N_t - r_s(N_t + 1)/2) > 0
\]

Eqs. (64) and (65) meet the conditions of (39) and (40), respectively, by setting \( \alpha = 2/(N_t + 1) \) and \( r_s = r_1 \); thus, the result in Section II-D, which is given by (41), holds for \( (2^r/k_r)^{1/N_t+1}/2 \leq \gamma_s \leq (2^r/k_r)^{1/(N_t+1)/2} \).

iii) \( r_s \leq r \leq 2N_t/(N_t + 1) \): We set \( d_1(r) = d_O(r) \) and \( d_2(r) = d_D(r) \) in (15). Then, from (44) and (46), the condition of (33) is met. In addition, we have

\[
d_D(2N_t/(N_t + 1)) = d_D(2N_t/(N_t + 1)) = 0
\]

Setting \( \alpha = r_s \) and \( \beta = 2N_t/(N_t + 1) \), (65) and (66) meet the conditions of (34) and (35), respectively. Thus, the result in Section II-C, which is given by (37), holds for \( (2^r/k_r)^{1/N_t+1}/2N_t \leq \gamma_s \leq (2^r/k_r)^{1/r_s} \).

iv) \( 2N_t/(N_t + 1) \leq r < \infty \): For this range, from (44) and (46), we have \( d_D(0) = d_O(r) = 0 \). The result in Section II-E, which is given by (43), holds for \( 1 < \gamma_s \leq (2^r/k_r)^{1/(N_t+1)/2N_t} \).

Case 3: \( N_t = 2 \) and \( N_r = 3 \)

i) \( 0 < r \leq 2/(N_t + 1) \): We set \( d_1(r) = d_D(r) \) and \( d_2(r) = d_O(r) \) in (15). Then, (33) is satisfied from (44) and (46).

From \( N_t = 2 \), \( N_r = 3 \), and \( r_s = 1 \), (64) is modified into

\[
d_D(2/(N_t + 1)) - d_O(2/(N_t + 1)) = 0
\]

Eqs. (63) and (37) meet the conditions of (34) and (35), respectively. Hence, the result in Section II-C, which is given by (37), holds for \( (2^r/k_r)^{1/(N_t+1)/2} \leq \gamma_s < \infty \).

ii) \( 2/(N_t + 1) \leq r \leq 1 \): We set \( d_1(r) = d_D(r) \) and \( d_2(r) = d_O(r) \) in (15). Then, from (44) and (46), the condition of (26) is satisfied. Moreover, (67) and (65) meet the conditions of (27) and (28), respectively, so that the result in Section II-B, which is given by (31) and (42), holds for \( 2^r/k_r \leq \gamma_s \leq (2^r/k_r)^{1/(N_t+1)/2} \).

Case 4: \( N_t = N_r = 2 \)

i) \( 0 < r \leq 2/(N_t + 1) \): We set \( d_1(r) = d_D(r) \) and \( d_2(r) = d_O(r) \) in (15). Then, from (44) and (46), the condition of (38) is met. From \( N_t = N_r = 2 \) and \( r_s = 1 \), (64) is changed into

\[
d_D(2/(N_t + 1)) - d_O(2/(N_t + 1)) < 0
\]

Eqs. (63) and (68) satisfy the conditions of (39) and (40), respectively; thus, the result in Section II-D, which is given by (41), holds for \( (2^r/k_r)^{1/(N_t+1)/2} \leq \gamma_s < \infty \).

ii) \( 2/(N_t + 1) \leq r \leq 1 \): We set \( d_1(r) = d_D(r) \) and \( d_2(r) = d_O(r) \) in (15). Then, (16) is satisfied from (44) and (46).

Furthermore, (68) and (65) meet the conditions of (17) and (18), respectively, so that the result in Section II-A, which is given by (24) and (25), holds for \( 2^r/k_r \leq \gamma_s \leq (2^r/k_r)^{1/(N_t+1)/2} \).
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